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#### Abstract

The potential $1 / r^{4}$ is the only known potential more singular than the centrifugal term, for which the Schrödinger equation can be solved exactly. In the present investigation, we consider the potential in more detail than has been done so far. In particular the physical $S$-matrix is obtained, shown to be unitary, and compared with expressions of other derivations given in the literature. The eigenvalues of the Mathieu equation are finally discussed, and the behavior of the Regge trajectories is indicated.


## INTRODUCTION

IN recent years a large number of papers has been published dealing with highly singular potentials in both relativistic and nonrelativistic theories. The interest in these potentials derives from many indications that the interactions responsible for highenergy elementary-particle reactions are of a more singular nature than the Yukowa potential. For example, as Sawyer ${ }^{1}$ and Giffen and Predazzi ${ }^{2}$ have pointed out, the weak four-fermion interaction could very well be equivalent to a potential as singular as $1 / r^{6}$. Now a large number of methods developed specifically for the calculation of the scattering amplitude or approximations to it (e.g., the Mandelstam representation, Fredholm determinantel method, Born approximation, etc.) fail almost completely in the case of interactions as singular as the centrifugal term in the nonrelativistic Schrödinger equation. It is precisely this breakdown which led to the development of the peratization procedure,

[^0]which has been discussed in several papers in connection with highly singular potentials. ${ }^{3}$ It is therefore of considerable interest in connection with unrenormalizable field theories to find the exact type of singularity of the interaction responsible for highenergy elementary-particle reactions. In view of the difficulties encountered in quantum field theory, potential theory has always been regarded as a solvable mathematical model or prototype illustrating the general physical behavior. It is clear that exactly solvable potentials are of particular interest, since their physics can be studied more easily. Moreover, it is often possible to use these as a sort of unperturbed potentials which will only have to be modified slightly to represent a more realistic interaction and yet be solvable by standard perturbation methods (e.g. comparison of the Coulomb potential $1 / r$ with the Yukawa potential $e^{-\mu r} / r$ shows that the factor $e^{-\mu r}$ may be regarded as a

[^1]perturbation on the Coulomb potential). ${ }^{4}$ However, this is beyond the scope of the present investigation.
It is obvious, therefore, that a highly singular potential for which the Schrödinger equation can be solved exactly is of considerable interest. Such a potential is $r^{-4}$. It was first discussed by Wannier and Vogt ${ }^{5}$ for the motion of gaseous ions and electrons through a gas of medium-sized molecules. More recently Challifour and Eden ${ }^{6}$ discussed the work of the former authors with regard to the behavior of the scattering amplitude for highly singular potentials. Such a study is indeed of great interest, since in these cases the Mandelstam representation would require an infinite number of subtractions, and this cannot be used. This has already been pointed out by Challifour and Eden, without however, indicating the specific behavior of the Regge trajectories. Neither is this attempted in the paper of Spector ${ }^{7}$, which contains a formal expression of the $S$-matrix for a repulsive potential in terms of Mathieu functions defined by Meixner and Schöfke ${ }^{8}$ (hereafter referred to as MS), whereas the work of Wannier and Vogt contains the derivation for the attractive potential in terms of functions defined earlier by Wannier. ${ }^{\text {a }}$

In the present investigation we discuss the problem of the potential $r^{-4}$ in more detail. In particular, we show the connection between the work of Wannier and Vogt and that of Spector, we establish the unitarity of the $S$-matrix, for pure elastic scattering, and obtain the eigenvalues and thus the Regge trajectories, using more recent results on the asymptotic behavior of Mathieu functions and their characteristic numbers ${ }^{10}$.

## 2. EXACT SOLUTION OF THE SCHRÖDINGER equation and calculation of the S-MATRIX

For the singular potential

$$
\begin{equation*}
V(r)=-V /(\mathbf{u} r)^{4} \tag{2.1}
\end{equation*}
$$

$[V(r)$ repulsive for $V<0$, attractive for $V>0$ ], we have the radial Schrödinger equation

$$
\begin{equation*}
\boldsymbol{\varphi}^{\prime \prime}(r)+\left[k^{2}-\frac{l(l+1)}{r^{2}}+\frac{V}{(\mu r)^{4}}\right] \varphi(r)=0 \tag{2.2}
\end{equation*}
$$

[^2]$V$ has dimension of energy, $\mathbf{u}$ dimension of reciprocal length. Setting
\[

$$
\begin{equation*}
\varphi(r)=r^{\frac{3}{4}} \psi(r), \quad \lambda=\left(l+\frac{1}{2}\right)^{2}, \tag{2,3}
\end{equation*}
$$

\]

and $x=r / \gamma a=e^{2}$, we obtain the equation

$$
\begin{equation*}
\psi^{\prime \prime}(z)-\left[\lambda-2 h^{2} \cosh 2 z\right] \psi(z)=0 \tag{2.4}
\end{equation*}
$$

where the range $0 \leq r \leq \infty$ corresponds to $-\infty \leq$ $z \leq+\infty$, and where

$$
\begin{equation*}
r_{a}^{2} k^{2}=h^{2}, \quad r_{a}^{2}=V^{\frac{1}{2}} / k \mu^{2} . \tag{2.5}
\end{equation*}
$$

Equation (2.4) is seen to be a modified Mathieuequation.

## A. The Attractive Potential

We now discuss briefly the case of an attractive potential. In this case we have $V>0$; the behavior of solutions near $r=0$ is obtained from the behavior of the modified Mathieu functions $\psi(z)$ for $z \rightarrow-\infty$, whereas for $r \rightarrow+\infty$, we have to use corresponding solutions of (2.4) having the correct behavior for $z \rightarrow+\infty$.

Now Wannier and Vogt have discussed at length the behavior of the modified Mathieu functions for $z \rightarrow-\infty$. Applying the WKB-method to (2.2) near $r=0$ yields immediately the behavior

$$
\begin{align*}
r \rightarrow 0: \varphi(r) \sim r \exp [ & \left. \pm \frac{V^{\frac{1}{2}}}{\mu^{2}} i \int \frac{d r}{r^{2}}\right] \\
& =r \exp \left[\mp \frac{i V^{\frac{1}{2}}}{\mu^{2}} \cdot \frac{1}{r}\right] \tag{2.6}
\end{align*}
$$

We now define

$$
\begin{equation*}
r \rightarrow 0: \varphi(r) \sim r \exp \left[i k r_{\mathrm{a}}^{2} / r\right] \tag{2.7}
\end{equation*}
$$

as an ingoing wave representing the solution which is regular at the origin. Equation (2.7) together with the usual asymptotic behavior at large distances

$$
\begin{equation*}
r \rightarrow \infty: \varphi(r) \sim e^{ \pm i k r} \tag{2.8}
\end{equation*}
$$

completely determines the wave function. We now note the following solutions of (2.4) defined by Wannier from their asymptotic behavior for $z \rightarrow$ $\pm \infty$ :

$$
\begin{gather*}
h e^{(1)}(z) \sim \frac{1}{(2 h \cosh z)^{\frac{1}{2}}} \exp \left[-2 i h \cosh z-\frac{i \pi}{4}\right] \\
\sim \frac{1}{(k r)^{\frac{1}{2}}} \exp \left[-i k r-\frac{i \pi}{4}\right],  \tag{2.9}\\
h e^{(2)}(z) \sim \frac{1}{(2 h \cosh z)^{\frac{1}{2}}} \exp \left[+2 i h \cosh z+\frac{i \pi}{4}\right] \\
\sim \frac{1}{(k r)^{\frac{1}{2}}} \exp \left[+i k r+\frac{i \pi}{4}\right],
\end{gather*}
$$

for $z>0$ and $z \rightarrow \infty$; and
$h e^{(3)}(z) \sim \frac{1}{(2 h \cosh z)^{\frac{1}{2}}} \exp \left[-2 i h \cosh z-\frac{i \pi}{4}\right]$

$$
\begin{equation*}
\sim\left(\frac{r}{k r_{\mathrm{a}}^{2}}\right)^{k} \exp \left[-\frac{i h r_{a}}{r}-\frac{i \pi}{4}\right] \tag{2.10}
\end{equation*}
$$

$$
h e^{(4)}(z) \sim \frac{1}{(2 h \cosh z)^{4}} \exp \left[2 i h \cosh z+\frac{i \pi}{4}\right]
$$

$$
\sim\left(\frac{r}{k r_{\mathrm{a}}^{2}}\right)^{\frac{3}{2}} \exp \left[+\frac{i h r_{\mathrm{a}}}{r}+\frac{i \pi}{4}\right]
$$

for $z<0$ and $z \rightarrow-\infty$. Hence, all we need to obtain the phase shift is a relationship linking $h e^{(1)}$ and $h e^{(2)}$ with $h e^{(4)}$. This may immediately be inferred from the formulas given by Wannier. However, in order to show the connection with the work of Spector, it is necessary to quote some more details of Wannier's analysis. The function $h e^{(4)}(z)$ defined above for $z<0$ may be re-expressed as a linear combination of two other linearly independent solutions $j_{:}^{ \pm}(z)$, which are identical to $M e^{(0)}$, in the notation of MS. Then we have


Here $\beta$ is the Floquet parameter (usually denoted by $\nu$ ) and $\gamma$ is another parameter introduced by Wannier to play an analogous role in regions of instability of Mathieu functions as $\beta$ in regions of stability. These parameters are, of course, functions of $\lambda$ and $h$ in Eq. (2.4). The functions $j e^{ \pm}(z)$ may now be continued across $z=0$ (i.e., $r=r_{a}$ ) with the help of the relations
$j e^{ \pm}(z)=\frac{1}{2} i e^{\mp \ddagger i \pi \gamma}\left[e^{\mp \ddagger i \pi \beta} h e^{(1)}(z)-e^{ \pm \frac{1}{i} \pi \beta} h e^{(2)}(z)\right]$.
Substitution of (2.12) in (2.11) yields immediately

$$
\begin{align*}
& h e^{(4)}(z)=-\frac{\sin \pi(\gamma+\beta)}{\sin \pi \beta} h e^{(1)}(z) \\
&+\frac{\sin \pi \gamma}{\sin \pi \beta} h e^{(2)}(z) \tag{2.13}
\end{align*}
$$

Hence, the $S$-matrix is given by

$$
\begin{equation*}
S=-i \sin \pi \gamma / \sin \pi(\gamma+\beta) \tag{2.14}
\end{equation*}
$$

$\gamma$ and $\beta$ are related by

$$
\begin{equation*}
e^{\phi}=i \sin \pi \gamma / \sin \pi \beta \tag{2.15}
\end{equation*}
$$

(cf. Wannier), where $\beta \neq$ integer.
In the derivation of Spector, the following Mathieu functions defined by MS are used:

$$
\begin{align*}
& M_{\stackrel{(i)}{(i)}(z, h)} \\
& \quad=\frac{1}{m_{e},\left(0, h^{2}\right)} \sum_{r=-\infty}^{\infty}(-1)^{r} C_{2+}^{*}\left(h^{2}\right) Z_{r+2 r}^{(i)}(2 h \cosh z) \tag{2.16}
\end{align*}
$$

where $Z_{\sigma}^{(i)}$ for $j=1,2,3,4$ represent the Bessel functions $J_{\sigma}, J_{-\sigma}$, and the Hankel functions $H_{\sigma}^{(1)}$, $H_{\sigma}^{(2)}$, respectively. We shall now assume $\nu$ to be nonintegral, since integral values of $\nu$ require special considerations and will be discussed separately. The expansions (2.16 are valid for $|\cosh z|>1$ ) MS have shown that for $R(z) \rightarrow+\infty$ :

$$
\begin{align*}
& M_{*}^{\left(\frac{3}{4}\right)}(z ; h) \rightarrow H_{r}^{\left(\frac{1}{2}\right)}(2 h \cosh z), \\
& \rightarrow \frac{1}{(\pi h \cosh z)^{\frac{1}{2}}} \\
& \times \exp \left[ \pm i\left(2 h \cosh z-\frac{\nu \pi}{2}-\frac{\pi}{4}\right)\right], \\
& \rightarrow\left(\frac{2}{\pi k r}\right)^{\frac{1}{2}} \exp \left[ \pm i\left(k r-\frac{\nu \pi}{2}-\frac{\pi}{4}\right)\right] \\
& \sim h e^{\left({ }^{(2)}\right)}(z), \quad R(z) \rightarrow+\infty . \tag{2.17}
\end{align*}
$$

This behavior establishes the connection between the functions $M^{(i)}$ and he. In fact, a detailed comparison of Wannier's solutions with those of MS shows that the following connection formulas hold:

$$
\begin{align*}
& M_{\nu}^{(3)}(z)=\frac{1}{i} \frac{M_{\nu}^{(1)}(0)}{m e_{\nu}(0)} e^{\frac{3 i \pi(\gamma-\nu)}{} h e^{(2)}(z),}  \tag{2.18}\\
& M_{\nu}^{(1)}(z)=-\frac{1}{i} \frac{M_{\nu}^{(1)}(0)}{m e_{\nu}(0)} e^{\frac{z i \pi(\gamma+\nu)}{} h e^{(1)}(z)}
\end{align*}
$$

for $R(z)>0$, and

$$
\begin{align*}
& M_{r}^{(3)}(-z)=\frac{1}{i} \frac{M_{\eta}^{(1)}(0)}{m e_{\nu}(0)} e^{\frac{3 i+(\gamma-\eta)}{} h e^{(4)}(z),}  \tag{2.19}\\
& M_{\eta}^{(4)}(-z)=-\frac{1}{i} \frac{M_{\nu}^{(1)}(0)}{m e_{\nu}(0)} e^{7 i \pi(\gamma+\gamma)} h e^{(3)} z
\end{align*}
$$

for $R(z)<0$. These formulas are useful in correlating Wannier's important results to the accepted standard notation introduced by MS.
Spector's method of matching the solutions is now seen to be similar to that of Wannier. In the case of $M^{(3)}$ we have instead of (2.11) and (2.12),

$$
\begin{align*}
M_{p}^{(3)}(z) & =\alpha M e_{v}(z)+\beta M e_{-p}(z), \\
& =\alpha M e_{-x}(-Z)+\beta M e_{p}(-z), \\
& =A^{\prime} M_{\eta}^{(3)}(-z)+B^{\prime} M_{\eta}^{(4)}(-z) . \tag{2.20}
\end{align*}
$$

The coefficients are then given by the expressions

$$
\begin{align*}
A^{\prime} & =\frac{W\left[M_{v}^{(3)}, M e_{\nu}\right] W\left[M e_{v}, M_{\nu}^{(4)}\right]-W\left[M_{v}^{(3)}, M e_{-\nu}\right] W\left[M e_{-v}, M_{p}^{(4)}\right]}{W\left[M e_{-v}, M e_{\nu}\right] W\left[M_{v}^{(3)}, M_{v}^{(4)}\right]},  \tag{2.21}\\
B^{\prime} & =\frac{W\left[M_{v}^{(3)}, M e_{\nu}\right] W\left[M e_{\nu}, M_{\nu}^{(3)}\right]-W\left[M_{v}^{(3)}, M e_{-p}\right] W\left[M e_{-p}, M_{p}^{(3)}\right]}{W\left[M e_{-v}, M e_{\nu}\right] W\left[M_{\nu}^{(4)}, M_{v}^{(3)}\right]}
\end{align*}
$$

where the $W$ 's denote Wronskians of the solutions (cf. MS p. 171). Evaluation of these expressions yields the ratio
$\frac{A^{\prime}}{B^{\prime}}=\frac{R^{2}-1}{R^{2}-e^{-2 i \nu x}}, \quad$ where $\quad R=\frac{M_{-\nu}^{(1)}(0)}{M_{\nu}^{(1)}(0)}$.
The $S$-matrix is then given by

$$
\begin{equation*}
S=-i\left(A^{\prime} / B^{\prime}\right) e^{-i \nu \pi} \tag{2.23}
\end{equation*}
$$

Alternatively we may use the matching relationship (MS p. 171)

$$
\begin{align*}
W & {\left[M_{\nu}^{(i)}, M_{\nu}^{(k)}\right] M_{\nu}^{(i)}(-z) } \\
= & {\left[M_{\nu}^{(k)}(0) M_{\nu}^{(i)^{\prime}}(0)+M_{v}^{(k)^{\prime}}(0) M_{\nu}^{(i)}(0)\right] M_{v}^{(i)}(z) } \\
& \quad-2 M_{\nu}^{(j)}(0) M_{v}^{(j)}(0) M_{v}^{(k)}(z), \tag{2.24}
\end{align*}
$$

which leads to the expression

$$
\begin{equation*}
\frac{A^{\prime}}{B^{\prime}}=-\frac{1}{2}\left[\frac{M_{v}^{(4)}(0)}{M_{v}^{(3)}(0)}+\frac{M_{\nu}^{(4)}(0)}{M_{v}^{(3) \prime}(0)}\right] \tag{2.25}
\end{equation*}
$$

Using formulas re-expressing $M_{v}^{(4)}, M_{v}^{(3)}$ in terms of $M_{\neq}^{(1)}$ (MS p. 169), we readily obtain

$$
\begin{equation*}
\frac{M_{\nu}^{(4)}(0)}{M_{v}^{(3)}(0)}=-\frac{R-e^{i \nu \pi}}{R-e^{-i \nu \pi}} \tag{2.26}
\end{equation*}
$$

Also, by the formula (MS p. 181)

$$
\begin{equation*}
M_{ \pm}^{(1)}(z)=\frac{M_{ \pm v}^{(1)}(0)}{m e_{\imath}(0)} M e_{ \pm p}(z) \tag{2.27}
\end{equation*}
$$

and the fact that

$$
\frac{M e_{+\nu}^{\prime}(0)}{M e_{-\nu}^{\prime}(0)}=\frac{C e_{\nu}^{\prime}(0)+S e_{\nu}^{\prime}(0)}{C e_{\nu}^{\prime}(0)-S e_{\nu}^{\prime}(0)}=-1
$$

it follows that

$$
\begin{equation*}
\frac{M_{\nu}^{(4)}(0)}{M_{\nu}^{(3) /}(0)}=-\frac{R+e^{i \nu \pi}}{R+e^{-i \nu \pi}} \tag{2.28}
\end{equation*}
$$

Substituting (2.26) and (2.28) into (2.25), we again obtain the expression (2.22) for the ratio $A^{\prime} / B^{\prime}$.

## B. The Repulsive Potential

In the case of a repulsive potential we have $V<0$, i.e.,

$$
r_{\mathrm{D}}^{2}=\frac{i|V|^{\frac{1}{2}}}{k \mu^{2}}=i r_{\mathrm{a}}^{2}, \quad \text { so that } z=\ln \left(\frac{r}{r_{\mathrm{a}}}\right)-i \frac{\pi}{4} .
$$

At the point $r=r_{\mathrm{a}}, z$ changes from $+i \frac{1}{4} \pi$ to $-i \frac{1}{\frac{1}{4} \pi}$. The matching relationship corresponding to Eq. (2.24) now reads

$$
\begin{align*}
W\left[M_{\nu}^{(i)},\right. & \left.M_{\nu}^{(k)}\right] M_{\nu}^{(i)}(-z) \\
= & \left\{M_{\nu}^{(i)}\left(-i \frac{\pi}{4}\right) M_{\nu}^{(k)}\left(i \frac{\pi}{4}\right)\right. \\
& \left.+M_{\nu}^{(i)}\left(-i \frac{\pi}{4}\right) M_{\nu}^{(k)}\left(i \frac{\pi}{4}\right)\right\} M_{\nu}^{(i)}(z) \\
& -\left\{M_{\nu}^{(i)}\left(-i \frac{\pi}{4}\right) M_{\nu}^{(i)}\left(i \frac{\pi}{4}\right)\right. \\
& \left.+M_{\nu}^{(i)}\left(i \frac{\pi}{4}\right) M_{\nu}^{(i)}\left(-i \frac{\pi}{4}\right)\right\} M_{\nu}^{(k)}(z) . \tag{2.29}
\end{align*}
$$

Evaluating the ratio of the coefficients as before for $j=3, k=4$, we again obtain (2.22) (in terms of $r_{\mathrm{p}}$ ), as one would expect. (Thus there appear to be some minus-sign errors in the final expression for the $S$-matrix given by Spector-in agreement with results obtained by Bertocchi et al. ${ }^{11}$ )

## C. S-Matrix for Integral Values of $\nu$

The above results are valid only for nonintegral values of $\nu$. We shall see, however, that periodic Mathieu functions, i.e., those for integral values of $\nu$, are of primary interest. We therefore extend our results to cover all possible values of $\nu$. This necessitates a separate calculation of the $S$-matrix for integral values of the Floquet parameter.

Now the expansions (2.16) for the solutions of the modified Mathieu equation can be shown to be convergent for $|\cosh z| \geq 1$, but uniformly convergent only when $|\cosh z|>1$ for $z$ complex. Another set of linearly independent solutions is given by the pairs

$$
\begin{array}{ll}
C e(z), & F e(z)  \tag{2.30}\\
S e(z), & G e(z)
\end{array}
$$

These solutions (i.e. their Fournier expansions) converge uniformly for all finite values of $z$. They can therefore be used to join the two regions $0 \leq|x| \leq 1$, $1 \leq|x| \leq \infty\left(x=e^{z}\right)$. In order to connect these

[^3]two regions for integral values of $\nu$, we use the solutions (2.30). Introducing the notation adopted by MS (p. 200), we now write
$$
M_{m}^{(i)}(z ; h)=M c_{m}^{(i)}(z ; h) \text { for } m=0,1,2, \cdots
$$
and
\[

$$
\begin{align*}
& (-1)^{m} M_{-m}^{(i)}(z ; h) \\
& \quad=M s_{m}^{(i)}(z ; h) \text { for } \quad m=1,2,3 \cdots . \tag{2.31}
\end{align*}
$$
\]

In regions of common validity of the two types of solutions, we have then (cf. MS Sec. 2.7)
$M c^{(3,4)}(z, h)=\alpha^{c(3,4)} \mathrm{Ce}\left(z ; h^{2}\right) \pm \beta^{F} F e\left(z ; h^{2}\right)$,
and
$M s^{(3,4)}(z, h)=\alpha^{s(3,4)} \operatorname{Se}\left(z ; h^{2}\right) \pm \beta^{\sigma} \operatorname{Ge}\left(z ; h^{2}\right)$,
where

$$
\begin{aligned}
\alpha_{m}^{c(3,4)} & =\frac{M c_{m}^{(3,4)}(0 ; h)}{C e_{m}\left(0 ; h^{2}\right)}, & \alpha_{m}^{(3,4)} & =\frac{M s_{m}^{(2,4)^{\prime}}(0 ; h)}{S e_{m}^{\prime}\left(0 ; h^{2}\right)} ; \\
\beta_{m}^{F} & =i \frac{M e_{m}^{(2)^{\prime}}(0 ; h)}{f e_{m}^{\prime}(0 ; h)}, & \beta_{m}^{G} & =i \frac{M c_{m}^{(2)}(0 ; h)}{g e_{m}(0 ; h)}
\end{aligned}
$$

$$
\begin{equation*}
\text { ( } m=2 n, 2 n+1,2 n+2 \text { as required). } \tag{2.33}
\end{equation*}
$$

Here and in the following $M c, M s$ are understood to mean
$M c_{2 n}, M c_{2 n+1}, M s_{2 n+1}, M s_{2 n+2}$ for $n=0,1,2, \cdots$. It is clear that the calculation proceeds along the same lines as before, except that $M^{(3)}$ is now $M c^{(3)}$, $M s^{(3)}$, and instead of $M e_{\nu}, M e_{-\nu}$, we have $C e, S e$; $F e, G e$. Furthermore, it is necessary to remember that $C e(z), G e(z)$ are even, whereas $S e(z)$ and $F e(z)$ are odd functions of $z$. The ratio $A^{\prime} / B^{\prime}$ is then found to be given by

$$
\frac{A^{c^{\prime}}}{B^{c}}=\frac{\alpha^{c(3)}-\alpha^{c(4)}}{2 \alpha^{c(3)}}=i \frac{M_{e}^{(2)}(0 ; h)}{M c^{(3)}(0 ; h)}
$$

for $0<\nu \equiv m, m=2 n, 2 n+1 ; n=0,1,2, \cdots$, and

$$
\begin{equation*}
\frac{A^{s^{\prime}}}{B^{8 \prime}}=\frac{\alpha^{s(3)}-\alpha^{s(4)}}{2 \alpha^{s(3)}}=i \frac{M s^{(2)^{\prime}}(0 ; h)}{M s^{(3) \prime}(0 ; h)} \tag{2.34}
\end{equation*}
$$

for $0>\nu \equiv-m, m=2 n+1,2 n+2 ; n=0,1,2$, $\cdots$, since

$$
M^{(3,4)}=M^{(1)} \pm i M^{(2)}
$$

The reader can easily verify these expressions by deriving them independently from the matching relationship (2.24), which is also valid for integral values of $\nu$ and $j=3, k=4$. The ratio $A^{s^{\prime}} / B^{z^{\prime}}$
leads to an $S$-matrix corresponding to negative integral values of the quantum number $\nu$ and is thus unphysical, since $\nu$ is a function of both angular momentum and energy. The expression $A^{c^{\prime}} / B^{c^{\prime}}$ can be evaluated with the help of series, expansions for $M c^{(2)}, M c^{(3)}$ given by MS. However, for energies not in the immediate neighborhood of the threshold, it is more expedient to use the following very simple expression for the $S$-matrix obtainable in terms of high-energy asymptotic expansions ${ }^{12}$.

$$
S=i \exp \left[-2(2)^{\frac{1}{i}} i g\right] \cdot \frac{\left[1+\sum_{j=1}^{\infty} \frac{1}{\left(2^{7} g\right)^{i}} R_{i}(n)\right]}{\left[1+\sum_{i=1}^{\infty} \frac{1}{\left(2^{7} g\right)^{i}} R_{i}^{*}(n)\right]},
$$

where the $R_{i}$ 's are known functions of $n$, and $g^{2}=$ ik $|v|^{\frac{1}{2}} \mu^{2}$ (repulsive potential).

## 3. DISCUSSION OF THE PARAMETERS OF THE MATHIEU EQUATION

Comparison of Eqs. (2.14) and (2.22) readily shows that

$$
\begin{equation*}
R \equiv \frac{M_{-\nu}^{(1)}(0)}{M_{\nu}^{(1)}(0)}=e^{i \approx \gamma} \tag{3.1}
\end{equation*}
$$

This result is also in agreement with the linkage formulas (2.18) and (2.19). It follows from (3.1) that the substitution $\nu \rightarrow-\nu$ is equivalent to replacing $\gamma$ by $-\gamma$, i.e., $\phi(\beta, \gamma) \equiv \phi(-\beta,-\gamma)$. Thus $\gamma$ is in effect a normalization constant.

The significance of $\phi$ can be seen as follows. Replacing $\chi$ by $\frac{1}{2} \pi+i y$ in the Mathieu equation

$$
\psi^{\prime \prime}+\left\{\lambda-2 h^{2} \cos 2 x\right\} \psi=0
$$

we obtain

$$
\left.d^{2} \psi / d y^{2}\right)-\left(\lambda+2 h^{2} \cosh 2 y\right) \psi=0
$$

For large values of $|y|$ this equation may be approximated by

$$
\begin{equation*}
\left(d^{2} \psi / d y^{2}\right)-\left(\lambda+h^{2} e^{2|v|}\right) \psi \simeq 0 ; \quad|y| \gg 0 \tag{3.2}
\end{equation*}
$$

Solutions of this equation are the modified Bessel functions

$$
K_{\lambda^{i}}\left( \pm h e^{|\nu|}\right), \quad I_{\lambda^{i}}\left( \pm h e^{|y|}\right) .
$$

Following Wannier, ${ }^{9}$ we call key that solution which for $y \gg 0$ has the following asymptotic behavior:

$$
\begin{equation*}
\operatorname{key} \sim \frac{\exp \left[-h e^{v}\right]}{\left(h e^{v}\right)^{\frac{1}{2}}}, \quad y \gg 0 \tag{3.3}
\end{equation*}
$$

Further, for positive real $\lambda$ and $h^{2}$, the second derivative of $\psi$ divided by $\psi$ is always positive, so that key (which vanishes for $y \rightarrow+\infty$ ) will curve up-

[^4]wards and never vanish for large negative $y$, i.e., key must have the behavior
\[

$$
\begin{align*}
& \text { key } \sim \frac{1}{\left(h e^{|v|}\right)^{\prime}}\left[ \pm \exp \left(-h e^{|p|}\right)\right. \\
&\left.+\exp \left(h e^{|v|}+\phi\right)\right] . \tag{3.4}
\end{align*}
$$
\]

This follows immediately from the fact that a general solution of (3.2) may be written

$$
\begin{equation*}
\psi \sim\left[A e^{+k+|v|}+B e^{-h e|v|}\right] /\left(h e^{|v|}\right)^{\frac{1}{2}} . \tag{3.5}
\end{equation*}
$$

$\phi$ in Eq. (3.4) is the parameter appearing in the linkage formulas above via the expression (2.15). We now wish to establish the relationship between $\phi$ $\phi$ and the Floquet parameter $\nu$ (or $\beta$ ). In fact

$$
\begin{equation*}
\phi \equiv i \frac{1}{2} \pi q=i \pi\left(\nu+\frac{1}{2}\right), \tag{3.6}
\end{equation*}
$$

where $q$ is approximately an odd integer.
In order to prove (3.6), we use some solutions of the Mathieu equation given by Dingle and Muller ${ }^{10}$. We choose the general solution of the Mathieu equation written in the form
$N e(x)=N^{A}(q, h)\left[A(x) e^{2 h n i n x} \pm \bar{A}(x) e^{-2 \hbar \sin x}\right]$,
where

$$
\bar{A}(q, h ; x)=A(q, h ;-x)=A(-q,-h ; x),
$$

$N^{A}$ being a normalization constant and $A(x)$ an expansion in powers of $1 / h$. Setting $x=\frac{1}{2} \pi+i y$, the functions $A(x)$ and $\bar{A}(x)$ are easily seen to have the following property for $|y| \gg 0$ :

$$
\begin{align*}
& A(y) \simeq \frac{(-1)^{\frac{3}{2} 2^{\frac{1}{2}}} D(q, h)}{(-i \sinh y)^{\frac{1}{4}}}  \tag{3.8}\\
& \bar{A}(y) \simeq \frac{(-1)^{-i 2^{\frac{1}{2}} D(-q,-h)}}{(-i \sinh y)^{\frac{1}{2}}}
\end{align*}
$$

Now using the results of Dingle and Müller ${ }^{20}$, it can be shown that the constants $D(q, h), D(-q,-h)$ are identical. $N e(y)$ is then seen to have the following asymptotic behavior for $y \ll 0$ :
$N e(y) \simeq \frac{N^{1}(q, h) 2^{\frac{1}{2}} D(q, h)}{(-1)^{\frac{1}{2} q}(-i \sinh y)^{\frac{1}{2}}}$

$$
\times\left[\begin{array}{c} 
\pm \exp \left(-h e^{\mathrm{fv1})}\right.  \tag{3.9}\\
+e^{t i v e} \exp \left(h e^{\mathrm{qvj}}\right)
\end{array}\right]
$$

Comparing this equation with (3.4) above, we obtain the desired result (3.6), which is also in agreement with the results of Challifour and Eden ${ }^{\text {B }}$.

## 4. PROPERTIES OF THE S-MATRIX

The expressions obtained in Sec. 2 for the elastic $S$-matrix are, of course, expected to be unitary. We indicate the proof for two cases.

For nonintegral values of the Floquet parameter $\nu$, we have

$$
\begin{equation*}
S=-i \frac{R^{x}-1}{R^{2}-e^{-2 i x x}} e^{-i x x} \tag{4.1}
\end{equation*}
$$

where $R=M_{-r}^{(1)}(0 ; h) / M_{-r}^{(1)}(0 ; h)$. Unitarity implies

$$
\begin{equation*}
S^{*} S=1 \tag{4.2}
\end{equation*}
$$

here the asterisk on $S$ indicates complex conjugation of the functional form of the $S$-matrix together with the replacement $k \rightarrow-k$, the latter being equivalent to the interchange $h \rightarrow-i h$ [cf. Eq. (2.5)]. Equation (4.2) is readily seen to be satisfied provided

$$
\text { i.e.; } \begin{align*}
R & =R^{*} e^{-i v x}  \tag{4.3}\\
R(h) & =R(-i h) e^{-i \pi x} .
\end{align*}
$$

In order to prove Eq. (4.3), we require several properties of Mathieu functions, which are given by MS in the following form (MS pp. 170, 181, 131):

$$
\begin{align*}
M_{n}^{(i)}(z ; h) & =M_{*}^{(i)}\left(z+\frac{1}{2} i \pi ;-i h\right),  \tag{4.4a}\\
M_{ \pm v}^{(1)}(z ; h) / M e_{* x}\left(z ; h^{2}\right) & =M_{ \pm \nu}^{(1)}(0 ; h) / m e_{n}\left(0 ; h^{2}\right),  \tag{4.4~b}\\
M e_{v}(z+i \pi p) & =e^{i v v x} M e_{v}(z),  \tag{4.4c}\\
M e_{-v}(z) & =M e_{v}(-z) .
\end{align*}
$$

For a value of $z=z_{0}$ still to be chosen, we may write [cf. (4.4b)]

$$
\begin{align*}
R & =\frac{M e_{r}\left(z_{0} ; h^{2}\right)}{M e_{-p}\left(z_{0} ; h^{2}\right)} \frac{M_{,}^{(1)}\left(z_{0} ; h\right)}{M_{r}^{(1)}\left(z_{0} ; h\right)}, \\
& =e^{-i \pi \nabla r} \frac{M e_{r}\left(z_{0}+i_{\pi} p ; h^{2}\right)}{M e_{-, ~}\left(z ; h^{2}\right)} \frac{M_{1}^{(1)},\left(z_{0} ; h\right)}{M_{r}^{(1)}\left(z_{0} ; h\right)} \tag{4.5}
\end{align*}
$$

by (4.4c). Setting now $p=1$ and $z_{0}=-\frac{1}{2} i \pi$; (4.5) becomes [using (4.4a, d)]
$R=e^{-i \pi v}\left[M_{-}^{(1)}(0 ;-i h) / M_{p}^{(1)}(0 ;-i h)\right]=e^{-i * *} R^{*}$.

Thus Eq. (4.3) is satisfied, and hence $S$ is unitary.
For integral values of the Floquet parameter, we have expressions (2.34), i.e.,

$$
\begin{align*}
S & =e^{-i m \times} \frac{M c_{m}^{(2)}(0 ; h)}{M c_{m}^{(3)}(0 ; h)}, m=2 n, 2 n+1  \tag{4.7}\\
& =e^{-i m \times} \frac{M s_{m}^{(2)}(0 ; h)}{M s_{m}^{(3)}(0 ; h)}, m=2 n+1,2 n+2
\end{align*}
$$

We prove the unitarity of the first of these expressions for $m=2 n$. This may be easily surmised with the help of the relations (cf. MS p. 200)

$$
\begin{align*}
& M^{(8,4)} \\
& =M^{(1)} \pm i M^{(2)}  \tag{4.8}\\
& M_{m}^{(2)}(z+p \pi i ; h) \\
& =(-1)^{p m} M_{m}^{(2)}(z ; h)+2 i p(-1)^{m} M_{m}^{(1)}(z ; h), \\
& M c_{2 m}^{(i)}(z ; \pm i h) \\
& =M c_{2 n}^{(i)}\left(z \pm i \frac{\pi}{2} ; h\right),  \tag{4.9}\\
& M s_{2 n+2}^{(i)}(z ; \pm i h) \\
& =M s_{2 n+2}^{(i)}\left(z \pm i \frac{\pi}{2} ; h\right) .
\end{align*}
$$

Thus,

$$
\begin{aligned}
S_{2 n}(k) & =\frac{1}{i} \frac{M c_{2 n}^{(2)}(0 ; h)}{M c_{2 n}^{(2)}(0 ; h)-i M c_{2 n}^{(1)}(0 ; h)}, \\
& =\frac{1}{i} \frac{M c_{2 n}^{(2)}\left(-\frac{1}{2} \pi i ; h\right)+i M c_{2 n}^{(1)}\left(-\frac{1}{2} i \pi ; h\right)}{M c_{2 n}^{(2)}\left(\frac{1}{2} \pi i ; h\right)} \\
& =\frac{1}{i} \frac{M c_{2 n}^{(2)}(0 ;-i h)+i M c_{2 n}^{(1)}(0 ;-i h)}{M c_{2 n}^{(2)}(0 ;-i h)}, \\
& =\left[S^{*}\right]^{-1},
\end{aligned}
$$

which had to be shown. An analogous procedure for $S_{2 n+2}$ confirms that this expression is also unitary.

The poles of the $S$-matrix (2.14) are readily found to be given by
$\phi=\left(n+\frac{1}{2}\right) \pi i, \quad n=0, \pm 1, \pm 2, \cdots$.
Comparison with (3.6) shows that this implies integral values of $\nu$ or $q$. The $S$-matrix given by Eqs. (2.22) and (2.23) is expected to have poles at just the same points. Thus, (4.10) appears to be incompatible with the assumption $\nu \neq$ integer used in the derivation of these expressions. However, it may be conjectured that the $S$-matrix derived for integral values of $\nu$ is the analytic continuation of the expression for nonintegral values of $\nu$.

## 5. REGGE TRAJECTORIES

The Regge trajectories are given by the poles of the $S$-matrix (in the plane of complex angular momentum) or, equivalently, by the secular equation of the eigenvalue problem. Frequently it is much easier to solve the secular equation for the eigenvalues, than to extract the roots of the $S$ matrix. The eigenvalues of Mathieu's equation are well-known and have been studied in great detail. They are determined by the condition that the solutions be periodic functions of periods $\pi, 2 \pi$. Only then will their eigenvalues be also eigenvalues
of the radial Schrödinger equation for the potential $1 / r^{4}$, if these periodicity conditions are also satisfied in this problem. This implies that $\psi(z)$ vanishes at the points where $\psi(i z)$ is zero, i.e., at $i z=p(h, q)$, or where

$$
r=r_{\mathrm{a}} e^{-i p(k, \varepsilon)}, r_{\mathrm{n}}=\left(V^{\frac{1}{2}} / \mu^{2} k\right)^{\frac{1}{2}},
$$

$p$ being a real function of $h$ for real $h$. This result shows that the eigenvalues of Mathieu's equation are eigenvalues of the present problem provided the cutoff $r$ is introduced together with the hardcore boundary conditions. However, at extremely high energies or for weak coupling, this cutoff $r$ is seen to approach zero, so that in this limit the eigenvalues of the Mathieu equation also represent eigenvalues of the present problem with the boundary conditions discussed above. The threshold behavior of the trajectories may easily be inferred from the Mathieu equation, which for

$$
h^{2} \rightarrow 0, \text { i.e., energy } k^{2} \rightarrow 0
$$

is approximately given by

$$
\psi^{\prime \prime}+\lambda \psi \sim 0
$$

so that, as is well-known for $h^{2} \rightarrow 0$,

$$
\lambda \sim n^{2}, \quad n=0, \pm 1, \pm 2, \cdots
$$

More exactly we have

$$
\begin{equation*}
\lambda=n^{2}+O\left(h^{2}\right) \tag{5.1}
\end{equation*}
$$

The eigenvalues corresponding to the expression of the $S$-matrix given in (2.34) are in the notation of MS given by

$$
\begin{align*}
\lambda_{2 n} & \equiv a_{2 n}, & \lambda_{2 n+1} & \equiv a_{2 n+1} ;  \tag{5.2}\\
\lambda_{(-2 n-1)} & \equiv b_{2 n+1}, & \lambda_{(-2 n-2)} & \equiv b_{2 n+2} .
\end{align*}
$$

For large values of $m$ and small values of $\left|h^{2}\right|$ the eigenvalues $a_{m}$ are given by (cf. MS, p. 120)

$$
\begin{align*}
& a_{m}\left(h^{2}\right)=m^{2} \\
& +\frac{1}{2\left(m^{2}-1\right)} h^{4}+\frac{\left(5 m^{2}+7\right)}{32\left(m^{2}-1\right)^{3}\left(m^{2}-4\right)} h^{8} \\
& +\frac{9 m^{4}+58 m^{2}+29}{64\left(m^{2}-1\right)^{5}\left(m^{2}-4\right)\left(m^{2}-9\right)} h^{12}+\cdots \tag{5.3}
\end{align*}
$$

In the appendix we give a very brief derivation of (5.3) by a simple method recently developed for the derivation of asymptotic expansions of transcendental functions ${ }^{10}$. The expressions (5.3) has been studied at great length in the literature ${ }^{8}$, and for each $m$ many terms are known.

The high-energy asymptotic expansion of $\lambda$ is


Fig. 1. Schematic trajectory of the $m$ th Regge pole in the complex $\lambda$-plane for attractive potential.
also well known (MS p. 139; Dingle and Müller ${ }^{10}$ ):

$$
\begin{align*}
a_{m}\left(h^{2}\right)= & -2 h^{2}+2 h q-\frac{1}{2^{3}}\left(q^{2}+1\right)-\frac{1}{2^{4} h} q\left(q^{2}+3\right) \\
& -\frac{1}{2^{12} h^{2}}\left(5 q^{4}+34 q^{2}+9\right) \\
& -\frac{1}{2^{17} h^{3}} q\left(33 q^{4}+410 q^{2}+405\right) \\
& -\frac{1}{2^{20} h^{4}}\left(63 q^{6}+1260 q^{4}+2943 q^{2}+486\right) \\
& +\cdots \tag{5.4}
\end{align*}
$$

where $q=2 n+1, n=0,1,2, \cdots$.
We can now trace the trajectories of the Regge poles. Trajectories for large values of $m$ are the only ones which account for physical bound states, including the ground state which for this singular potential would occur at $E=-\infty$. Their behavior in the vicinity of the threshold is given by the lowenergy expansion, i.e., Eq. (5.3), whereas the intermediate and high-energy behavior is given by (5.4). The schematic diagram for the $m$ th trajectory for the attractive potential is shown in Fig. 1. For simplicity the trajectory is given in the $\lambda$-plane. In order to stay on the physical sheet in the $k^{2}$-plane, we consider only regions, for which the imaginary part of $E^{\frac{1}{3}}$ is positive $[\operatorname{Im}(E) \geq 0]$, i.e., the physical sheet in the $E$-plane is mapped into the upper half of the $k$-plane, and this again is mapped into the first quadrant of the $k^{\frac{k}{3}}$-plane, and so on.

From the graph it is seen that the trajectories start at $R(\lambda)=-\infty$ for $E=+\infty$. As the energy decreases the trajectories move along the real axis and into the region of positive $R(\lambda)$. The $m$ th
trajectory is seen to move past the point $\lambda=m^{2}$ for some distance and reverse its direction as the energy is further reduced. Then the threshold is reached and the trajectory continues to move along the real axis. At a critical point somewhere near the origin the trajectory curves out into the upper half of the complex plane. For $E$ approaching - $\infty$ it then travels into the lower half of the $\lambda$-plane. For very large values of $m$, expansion (5.4) loses its validity. However, as the energy becomes extremely large but negative the trajectory is expected to approach the ground state of the system at $\lambda=\frac{1}{4}$. It is not possible to trace the trajectories reliably in the region where they pass into the complex plane, as this is the region where both the low-energy and the high-energy expansion lose their validity. In part this follows also from a study of the radius of convergence of the low-energy expansion (cf. MS p. 121). The bound states of the $m$ th trajectory are seen to lie at the points $R(\lambda)=$ $\frac{1}{4}, \frac{9}{4}, \frac{25}{4}, \cdots$, within the interval $1<R(\lambda)<m^{2}$.

## 6. CONCLUSION

For the singular potential considered in this paper the solution of the nonrelativistic Schrödinger equation does not have a simple power behavior at small distances. Moreover, near the origin the Hamilton operator is dominated by the potential term. These two characteristics are shared by the solution of the relativistic Bethe-Salpeter equation for potentials more singular than the inverse fourth power potential ${ }^{13}$. Recent investigations ${ }^{14}$ indicate that an exchange of the vector meson or bubbles in the $\phi^{4}$ field theory seem to correspond to a potential in the nonrelativistic scattering at least as singular as the centrifugal term $1 / r^{2}$, whereas an exchange of spin-2 particles corresponds in essence to a more singular potential, for which the potential $1 / r^{4}$ may serve as an example.

In Sec. 5 we discussed the behavior of the Regge trajectories and the occurrence of bound states for the present singular (but relatively long range) potential. This problem can be looked at in two ways. Firstly, the trajectories can be compared with those of the Coulomb potential, since both potentials have a long range. Secondly, the solution of the (nonrelativistic) radial Schrödinger equation for the potential $1 / r^{4}$ is also the solution of the (relativistic) Klein-Gordon equation for a potential as singular as the centrifugal term ${ }^{6}$, since

[^5]for the scalar model potential, the Klein-Gordon equation is written as
$$
\left[(E-V)^{2}-p^{2}-m^{2}\right] \psi=0 .
$$

It is conjectured that the $m$ th trajectory for $m \rightarrow \infty$ would account for all bound states of the system. It is seen that the positive-energy part of the trajectories (for the attractive potential) are unphysical.

## ACKNOWLEDGMENTS

We are indebted to Dr. H.-P. Dürr, Dr. M. Kretzschmar, and Dr. N. Vahedi for illuminating comments and discussions. One of us (H.H.A.) would also like to thank Dr. K. Gottstein for the hospitality extended to him at the Max-Planck Institut.

## APPENDIX

We now give a very brief and simple derivation of expansion (5.3). For a discussion of the validity of the expansion and further details the reader is referred to MS.

The eigenvalues of the Mathieu equation ( $-\pi \leq x \leq \pi$ )

$$
\begin{align*}
& \psi^{\prime \prime}+f(x) \psi \\
& \quad=\psi^{\prime \prime}+\left\{\lambda+2 h^{2} \cos 2\left(x \pm \frac{1}{2} \pi\right)\right\} \psi=0 \tag{A.1}
\end{align*}
$$

are largely determined by the behavior of $f(x)$ in the range for which this function is positive and the solutions therefore oscillatory. Thus, for small values of $h^{2}$ and near $x=\mp \frac{1}{2} \pi$, Eq. (A.1) may be approximated by

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\lambda+2 h^{2}\right) \psi \simeq 0 \tag{A.2}
\end{equation*}
$$

Hence, [cf. (5.1)]

$$
\psi=\underset{\sin }{\cos } n x+o\left(h^{2}\right)
$$

and

$$
\lambda+2 h^{2}=n^{2}+\Delta\left(h^{2}\right) \cdot h^{2} .
$$

Writing the first approximation for

$$
\psi^{(1)}=\psi_{n}=\cos n x
$$

we see that $\psi_{n}$ leaves uncompensated terms in the Mathieu Equation amounting to

$$
\begin{equation*}
R_{n} \psi_{n} \equiv h^{2}(2+2 \cos 2 x-\Delta) \cos n x \tag{A.4}
\end{equation*}
$$

since (A.1) may be written

$$
\begin{equation*}
\psi^{\prime \prime}+n^{2} \psi=R_{n} \psi . \tag{A.5}
\end{equation*}
$$

Now it is convenient to set ${ }^{10}$

$$
\begin{aligned}
R_{n} \psi_{n}=h^{2}\left[(n, n+2) \psi_{n+2}\right. & \\
& \left.+(n, n) \psi_{n}+(n, n-2) \psi_{n-2}\right]
\end{aligned}
$$

where

$$
\begin{align*}
(n, n+2) & =1=(n, n-2)  \tag{A.6}\\
(n, n) & =2-\Delta .
\end{align*}
$$

However, a term $\mu \psi_{n+2 t}$ on the right-hand side of (A.5) may be removed by adding a further contribution

$$
-[\mu / 4 t(t+n)] \psi_{n+2 t} \text { to } \psi
$$

( $\psi_{n+2 t}$ being a solution of

$$
\left.\psi_{n+2 t}^{\prime \prime}+n^{2} \psi_{n+2 t}=-4 t(t+n) \psi_{n+2 t}\right) .
$$

In this way we obtain successive contributions $\psi^{(2)}$, $\psi^{(3)}, \cdots$ for $\psi$, where

$$
\begin{gather*}
\psi=\psi^{(1)}+\psi^{(2)}+\psi^{(3)}, \cdots,  \tag{A.7}\\
\psi^{(2)}=-h^{2}\left[\frac{(n, n+2)}{4.1 \cdot(n+1)} \psi_{n+2}\right. \\
\left.+\frac{(n, n-2)}{4(-1)(n-1)} \psi_{n-2}\right]  \tag{A.8}\\
=\frac{h^{2}}{4}\left[\frac{\cos (n-2) x}{(n-1)}-\frac{\cos (n+2) x}{(n+1)}\right],
\end{gather*}
$$

and so on. Then (A.7) is an eigensolution if the sum of the coefficients of all $\psi_{n}$ [left uncompensative by successive approximations such as (A.8)] is set equal to zero. Thus,

$$
\begin{align*}
(n, n)+ & h^{2}\left\{\frac{(n, n-2)}{4(n-1)}(n-2, n)\right. \\
& \left.\quad-\frac{(n, n+2)}{4(n+1)}(n+2, n)\right\}  \tag{A.9}\\
& +\cdots=0
\end{align*}
$$

This equation determines the unknown function $\Delta\left(h^{2}\right)$. Solution of (A.9) is readily seen to yield expansion (5.3).
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#### Abstract

We present a framework of quantum field theory which is wide enough to incorporate renormalizable, as well as nonrenormalizable theories. A universal high-energy bound for matrix elements of fields is derived. The "string" approximation of the two-point function for various couplings is studied.


## INTRODUCTION

ItT is possible to formulate the content of any field theory either by specifying the Wightman functions ${ }^{1}$ or the time-ordered (retarded) functions. The latter approach proved to be very convenient in the past in the case of renormalizable theories. However, in the case of nonrenormalizable theories, such an approach runs into difficulties. ${ }^{2}$ In what follows, it will be shown that the Wightman approach avoids many of the difficulties connected with time ordering. Since we cannot handle a nonrenormalizable field in complete generality, we shall content ourselves mainly with the so-called ladder approximation. In this approximation we shall show that both the two-point vacuum expectation value and the two point matrix elements of fields are well defined in both renormalizable and nonrenormalizable theories, and they admit a convergent expansion in terms of the coupling constant if the latter is small. Ladder approximation to matrix elements and higher point functions are, however, not completely unique in nonrenormalizable cases. It will be shown in a subsequent paper, that there is one scaling parameter appearing, which cannot be fixed by field-theoretical principles, at least not in the considered approximation. This is contrary to the claim of recent "peratization" treatments of nonrenormalizable couplings which are based to a great deal on analogies with singular potential theory, an analogy which we consider as misleading.

The following remarks are devoted to the definition of a general framework which describes renormalizable theories and a certain class of

[^6]nonrenormalizable theories. Since our concern is not so much the "axiomatic" framework itself, but rather an application of it to specific problems of "conventional" quantum field theory, the mathematical rigor of this presentation will be modest.

## 1. DISCUSSION OF THE FRAMEWORK

We assume that the theory is given in terms of the Wightman functions, ${ }^{3}$ and that these functions have the full analyticity domain in coordinate space that follows from causality ${ }^{4}$ and spectrum. There are certain nonrenormalizable interactions of a very singular nature which violate these requirements ${ }^{5}$; in what follows these theories are excluded.

For practical purposes, in addition to the Wightman functions, matrix elements of the form $\langle P| \Phi\left(x_{1}\right) \cdots \Phi\left(x_{n}\right)|Q\rangle$ will be considered. (Here $\Phi$ is the field and $|P\rangle$ and $|Q\rangle$ are energy momentum eigenstates.) These quantities have analyticity properties similar to those of Wightman functions. ${ }^{6}$ Another property of Wightman functions that follows from spectral assumptions and causality are the characteristic asymptotic fall-off properties. After taking out the vacuum structure in a consistent fashion, the so-obtained "truncated" Wightman functions decrease in spacelike directions. ${ }^{7}$ We retain this property for nonrenormalizable interactions.

In the case of renormalizable interactions, it is

[^7]generally assumed that Wightman functions are tempered distributions in the coordinate space, and this assumption is supported by perturbation theory. This means that the usual light cone singularity that appears when two coordinates $x_{1}$ and $x_{2}$ approach each other is not worse than $\left[\left(x_{1}-x_{2}\right)^{2}\right]^{-n}$ for a certain $n$. If the interaction is nonrenormalizable, it is in general necessary to give up this temperedness assumption. ${ }^{2}$ We therefore admit an arbitrary strong singularity near the light cone, and retain all the other properties of Wightman functions which are valid in ordinary renormalizable theories. These properties enable us to define a Fourier transform, no matter how bad the light-cone singularities are.

Let us give a brief discussion of this statement for the matrix element:

$$
\begin{align*}
F(x ; P, Q)= & \langle P| \Phi(-x / 2) \Phi(x / 2)|Q\rangle_{\mathrm{tr}} \\
& =\langle P| \Phi(-x / 2) \Phi(x / 2)|Q\rangle \\
& -\langle P| \Phi(-x / 2)|0\rangle\langle 0| \Phi(x / 2)|Q\rangle \tag{1}
\end{align*}
$$

According to the previous remarks, this $x$-space distribution is the boundary value of an analytic function analytic in the holomorphic envelope of the union of the forward and backward light cone and the spacelike points. In this analyticity domain the function is symmetric under $x \rightarrow-x$. The Fourier transform is defined by

$$
\begin{aligned}
& F(k ; P, Q)=\left[1 /(2 \pi)^{4}\right] \\
& \quad \times \lim _{t \rightarrow 0} \int d^{4} x e^{-i k_{\theta}\left(x_{6}+i \epsilon\right)+i k x} F\left(x_{0}+i \epsilon, \mathbf{x} ; P, Q\right)
\end{aligned}
$$

where $\epsilon \rightarrow 0$ through positive values. If $F$ has bad singularities at $x_{0}= \pm\left(x^{2}\right)^{\frac{3}{2}}$ we cannot let $\epsilon \rightarrow 0$ in the integrand. However, since for real $x, F$ is analytic in the $x_{0}$ plane cut from $\left(x^{2}\right)^{\frac{1}{2}}$ to $\infty$ and from $-\infty$ to $-\left(x^{2}\right)^{\frac{1}{2}}$, we can distort the contour of integration in Eq. (3) so as to avoid the points $x_{0}= \pm\left(x^{2}\right)^{\frac{1}{2}}$. The existence of the Fourier transform is therefore assured even for very singular theories.

It is possible to derive a simple bound on the growth of $F(k ; P, Q)$ for large $k$. As explained before, $\epsilon$ in (2) can be taken to be finite. The function $F$ on this new path of integration is certainly bounded, and its Fourier transform will go to zero for large $k$ by the Riemann-Lebesgue theorem. Therefore

$$
\begin{equation*}
F(k ; P, Q) e^{-i \epsilon k_{0}} \rightarrow 0 \text { as } k_{0} \rightarrow \infty \tag{3}
\end{equation*}
$$

Moreover, $\epsilon>0$ can be taken arbitrarily small. It is also easy to see that by Lorentz invariance, $\epsilon k_{0}$ can be replaced by $\epsilon_{\mu} k^{*}$, where $\epsilon_{\mu}$ is an arbitrary four vector in the forward cone. So the Fourier transform
exists and is bounded as $k \rightarrow \infty$ along any fixed direction by $e^{\left(k^{2,}\right)^{\prime} \cdot 4}$ where $\epsilon>0$ and arbitrarily small. This discussion can be generalized to higher point-expectation values. All Fourier transforms will be asymptotically of zero order growth. ${ }^{8}$ The time-ordered boundary prescription

$$
\begin{align*}
& \langle P| T \Phi(-x / 2) \Phi(x / 2)|Q\rangle \\
& \quad=\lim _{\epsilon \rightarrow 0} F\left(x_{0}+i \epsilon \operatorname{sign} x_{0}, \mathbf{x} ; P, Q\right) \tag{4}
\end{align*}
$$

in general does not define a distribution (i.e., cannot be smeared with test functions nor Fourier transformed), notwithstanding that, with the exception of the light cone, (4) will be a perfectly well-behaved function in most cases.
If the Wightman function happened to be a tempered distribution, then the time-ordered function can be identified with a certain subspace of distributions, by applying dispersion theoretical techniques to the Fourier transformed Wightman function. But in general, there is no natural concept of Fourier transformation for time-ordered functions.
Finally we remark that condition (3) puts a universal high-energy bound on the total cross section. The zero-order growth for the cross section is much weaker than the polynomial growth in renormalizable theories, but by using analytic properties one can presumably improve on this bound.

## 2. TWO-POINT FUNCTION

The previous discussion showed that the Fourier transform $\tilde{\rho}\left(k^{2}\right)$ exists:
$\langle 0| \Phi(0) \Phi(x)|0\rangle \equiv \rho\left(x^{2}\right)=\int d^{4} k e^{i k x} \theta\left(k_{0}\right) \tilde{\rho}\left(k^{2}\right)$
and $\tilde{\rho}\left(k^{2}\right)$ has support in the forward cone and is bounded by $e^{\varepsilon\left(k^{2}\right)^{\prime}}$ for large $k^{2}$ ( $\epsilon>0$, arbitrary). We now want to show that a violation of this bound leads to the development of a spacelike cut in the $x^{2}$ plane. Assume for example that $\tilde{\rho}$ behaves for large $k^{2}$ like

$$
\begin{equation*}
\tilde{\rho}\left(k^{2}\right) \sim e^{\alpha\left(k^{2}\right) t} \quad \text { with } \alpha>0 \tag{6}
\end{equation*}
$$

If the spectral condition is satisfied, i.e., $\bar{\rho}\left(k^{2}\right)=0$ for $k^{2}<0, \rho\left(x^{2}\right)$ in (5) converges for $\operatorname{Im} x_{0}>\alpha$. For other values of $x^{2}, \rho\left(x^{2}\right)$ is determined by analytic continuation. For $x^{2}$ real and $<0, \rho\left(x^{2}\right)$ can be written as follows:

$$
\rho(\lambda)=\int d^{4} k e^{-k_{0}(\lambda) t} \theta\left(k_{0}\right) \tilde{\rho}\left(k^{2}\right)
$$

where $\lambda=-x^{2}$.

[^8]According to (6) this integral diverges for $\lambda<\alpha^{2}$. It then follows that there must be a singularity at $\lambda=\alpha^{2}$, since otherwise we could prove from the inverse transformation that $\tilde{\rho}\left(k^{2}\right)$ is asymptotically bounded $e^{e\left(k^{2}\right)^{3}}$, in contradiction to the assumption of (6). This brings us back to the old bound given in (5) and the original domain of analyticity.

We now turn to a discussion of the two-point function in the so-called string approximation for three different couplings. The first coupling is the super-renormalizable $\Phi^{3}$ interaction, the second one is the $\Phi^{4}$ interaction and illustrates a renormalizable theory. Finally we consider the derivative coupling of the vector field to a scalar field as a model nonrenormalizable theory. The main points that emerge are the following:
( $\alpha$ ) The equation of motion, combined with boundary conditions imposed by the spectrum, uniquely determine the solution in all cases. The solution is expandable in powers of the coupling constant for all values of this constant.
( $\beta$ ) The singularity near the light cone becomes worse as one proceeds from the super-renormalizable to the renormalizable case.
$(\gamma)$ In the case of renormalizable theories, Fouriertransformable time-ordered functions can be defined (by subtraction procedure) up to a polynomial ambiguity whose degree depends on the coupling constant. For nonrenormalizable theories, an infinite number of arbitrary parameters enters the definition of these objects.

## a. Super-renormalizable Theory

We start with the following interaction Lagrangian density:

$$
\begin{equation*}
L_{\mathrm{int}}=(g / 2) \phi^{2}(x) A(x)+\text { H.C. } \tag{7}
\end{equation*}
$$

which leads to the equation of motion,

$$
\begin{equation*}
\left(\square+m^{2}\right) \phi(x)=(g / 2)[\phi(x), A(x)]_{+} \tag{8}
\end{equation*}
$$

The fields $\phi$ and $A$, of masses $m$ and $M$, respectively, are taken to be real and scalar. Defining the Källen-Lehmann two-point function of field $\phi$ by

$$
\begin{equation*}
\rho\left(x^{2}\right)=\int d^{4} k e^{i k \cdot x} \tilde{\rho}\left(k^{2}\right)=\langle 0| \phi(0) \phi(x)|0\rangle, \tag{9}
\end{equation*}
$$

we have

$$
\begin{align*}
& \left(\square_{x}+m^{2}\right)\left(\square_{\nu}+m^{2}\right) \rho\left((x-y)^{2}\right) \\
& \quad=\left(g^{2} / 4\right)\langle 0|[\phi(x), A(x)]_{+}[\phi(y), A(y)]_{+}|0\rangle
\end{align*}
$$

We have so far not defined the product of two field operators at the same point, hence the expres-
sions written down so far have only formal meaning. The problem of the specification of this product is tied up with the question of the renormalization of the complete theory and in this paper we do not attempt to answer this difficult question. However, in the string approximation we are contemplating, this difficulty can be side stepped. Taking $(x-y)^{2}<0$, we can formally commute $A(x)$ with $\phi(y)$ in Eq. ( $9^{\prime}$ ) and obtain

$$
\begin{aligned}
& \frac{1}{4}\langle 0|[\phi(x) A(x)]_{+}[\phi(y) A(y)]_{+}|0\rangle \\
&=\langle | \phi(x) \phi(y) A(x) A(y)\rangle \\
&=\langle\Phi(x) \Phi(y)\rangle_{0}\langle A(x) A(y)\rangle_{0} \\
&+\sum_{P}\langle 0| \phi(x) \phi(y)|P\rangle\langle P| A(x) \phi(y)|0\rangle
\end{aligned}
$$

where we have inserted a complete set of intermediate states in the last step. The product of the two-point function, as well as the product of the matrix elements

$$
M_{p}(x, y)=\langle 0| \Phi(x) \Phi(y)|P\rangle\langle P| A(x) A(y)|0\rangle
$$

is always well defined since in momentum space it amounts to a finite convolution. However, the summation over infinite large intermediate energies leads in general to a divergence. A proper definition of the operator product would have to take care of this divergence. The string approximation consists of only retaining the vacuum as an intermediate state and also of replacing $\langle 0| A(x) A(y)|0\rangle$ by the free propagator. This gives the following differential equation:

$$
\begin{equation*}
\left(4 x^{2} \frac{d^{2}}{d\left(x^{2}\right)^{2}}+8 \frac{d}{d x^{2}}+m^{2}\right)^{2} \rho\left(x^{2}\right)=g^{2} i \Delta^{(+)}\left(x^{2}\right) \rho\left(x^{2}\right) \tag{10}
\end{equation*}
$$

where

$$
i \Delta^{(+)}\left(x^{2}\right)=\frac{M_{i}}{8 \pi^{2}\left(x^{2}\right)^{\frac{1}{2}}} H_{1}^{(2)}\left(M\left(x^{2}\right)^{\frac{3}{3}}\right)
$$

It is clear that by analytic continuation this formula holds not only for $x^{2}<0$ but for all complex $x^{2}$. The solution will be analytic in complex $x^{2}$ plane cut for positive real $x^{2}$.

Equation (10) can be solved uniquely if one imposes the boundary condition that for large $x^{2}$, $\rho\left(x^{2}\right)$ goes like

$$
\frac{m i}{8 \pi^{2}\left(x^{2}\right)^{\frac{1}{2}}} H_{1}^{(2)}\left[m\left(x^{2}\right)^{\frac{1}{3}}\right] .
$$

This follows from the fact that the lowest intermediate state, with a one-particle state of mass $m$, dominates the large-distance behavior of $\rho\left(x^{2}\right)$. The integral equation that results from Eq. (10) is most
conveniently written on the half line $-\infty<x^{2}<0$. Defining $\lambda \equiv-x^{2}, \rho(-\lambda) \equiv h(\lambda), D(\lambda) \equiv \Delta(-\lambda)=$ $\left[M / 4 \pi^{2}(\lambda)^{\frac{2}{2}}\right] K_{1}\left[M(\lambda)^{\frac{3}{3}}\right]$, we obtain

$$
\begin{align*}
h(\lambda)= & \frac{m}{4 \pi^{2}(\lambda)^{\frac{1}{2}}} K_{1}\left[m(\lambda)^{\frac{2}{2}}\right] \\
& \quad+g^{2} \int_{\lambda}^{\infty} d \lambda^{\prime} \lambda^{\prime} G\left(\lambda, \lambda^{\prime}\right) D\left(\lambda^{\prime}\right) h\left(\lambda^{\prime}\right) \tag{11}
\end{align*}
$$

where

$$
\begin{aligned}
\left.G\left(\lambda, \lambda^{\prime}\right)=\frac{\pi}{4 m} \frac{1}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}} \frac{d}{d m}\right\} & K_{1}[ \\
& \left.m\left(\lambda^{\prime}\right)^{\frac{1}{3}}\right] I_{1}\left[m(\lambda)^{\frac{1}{2}}\right] \\
& \quad-K_{1}\left[m(\lambda)^{\frac{1}{4}}\right] I_{0}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right] .
\end{aligned}
$$

Equation (11) is clearly the only integral equation that preserves the asymptotic normalization given by the inhomogeneous term. It can be solved by successive iterations in the form of a power series expansion. The equation is of Volterra type, and the kernel is of bounded norm in the space of functions square-integrable on the interval $0 \leq \lambda<\infty$. It therefore follows that the iteration always converges, ${ }^{8}$ and the solution is an entire function in $g^{2}$. As a consequence, no bound states can emerge in this approximation.

The momentum space equation corresponding to (11) is

$$
\begin{gather*}
\bar{\rho}\left(k^{2}\right)=\frac{1}{(2 \pi)^{3}} \delta^{\dagger}\left(k^{2}-m^{2}\right)+\frac{g^{2}}{(2 \pi)^{3}\left(k^{2}-m^{2}\right)^{2}} \\
\times \int d^{4} q \delta^{\dagger}\left((k-q)^{2}-M^{2}\right) \tilde{\rho}\left(q^{2}\right) . \tag{12}
\end{gather*}
$$

This equation can also be solved by a convergent iteration scheme like (11).

We want to determine the behavior of $\rho\left(k^{2}\right)$ for large $k^{2}$. First note that the most singular solution of Eq. (10) near $x^{2}=0$ behaves like $1 / x^{2}$. A glance at Eq. (11) shows that such a singularity is present and comes from the free propagator contribution, but once the function $\left[m / 4 \pi^{2}(\lambda)^{\frac{1}{3}}\right] K_{1}\left[m(\lambda)^{\frac{1}{2}}\right]$ is subtracted from $\rho\left(x^{2}\right)$, the rest is only logarithmically divergent near the origin. Now the following formula can easily be established:
$\tilde{\rho}\left(k^{2}\right)=-\left(i / 4 \pi^{2}\right) \oint d x^{2}\left(x^{2} / k^{2}\right)^{\frac{1}{3}} J_{1}\left[\left(x^{2} k^{2}\right)^{\frac{1}{2}}\right] \rho\left(x^{2}\right)$.
The contour of integration $C$ is indicated in Fig. 1. Since $\rho\left(x^{2}\right)$ is $L$ integrable on the real positive $x^{2}$ line, it follows from the Riemann-Lebesgue theorem that $\rho\left(k^{2}\right)$ decreases at least like $1 / k^{2}$ for large $k^{2}$. In this approximation, one can take such a momentum space bound as the definition of a super-renormalizable interaction.


Fig. 1. The contour of integration in $x^{2}$ plane.

We finally observe that the time ordered two point function $\langle 0| T \phi(0) \phi(x)|0\rangle$ has the following momentum space expression:

$$
\begin{align*}
\frac{1}{(2 \pi)^{4}} \int d^{4} x e^{-i k \cdot x}\langle 0| & T \phi(0) \phi(x)|0\rangle \\
& =\frac{i}{2 \pi} \int_{0}^{\infty} d p^{2} \frac{\tilde{\rho}\left(p^{2}\right)}{p^{2}-k^{2}+i \epsilon} \tag{14}
\end{align*}
$$

Since $\rho\left(k^{2}\right)$ goes to zero at infinity, the integral in question converges, and there is no trouble in uniquely defining time-ordered functions.

## b. Renormalizable Theory

Consider the interaction Lagrangian density

$$
L_{\mathrm{int}}=(g / 2) \phi^{2}(x) A^{2}(x)+\text { H.C. }
$$

where the real scalar fields $\phi$ and $A$ have masses $m$ and $M$ as before. The equation for the two-point function in the string approximation is

$$
\begin{equation*}
\left(4 x^{2} \frac{d^{2}}{d\left(x^{2}\right)^{2}}+8 \frac{d}{d x^{2}}+m^{2}\right)^{2} \rho\left(x^{2}\right)=g^{2} i \Delta^{(+) 2}\left(x^{2}\right) \rho\left(x^{2}\right) \tag{15}
\end{equation*}
$$

$i \Delta^{(+)}\left(x^{2}\right)$ is the free scalar propagator of mass $M$ as before.
As in the previous case, one is led to a Volterra equation similar to (11), with $\Delta\left(x^{2}\right)$ replaced by $\Delta^{2}\left(x^{2}\right)$. The conclusions reached in the previous case continue to hold with the exception of large $k^{2}$ behavior of $\rho\left(k^{2}\right)$. To determine this behavior, we need
to solve Eq. (15) near $x^{2}=0$. Making the ansatz $\rho \sim\left(x^{2}\right)^{\alpha}$ near $x^{2}=0$, we obtain the following secular equation:

$$
\alpha^{2}\left(\alpha^{2}-1\right)=g^{2} / 16\left(4 \pi^{2}\right)^{2}
$$

with solutions

$$
\begin{aligned}
& \alpha_{1}=\left\{\frac{1}{2}+\frac{1}{2}\left[1+g^{2} / 4(2 \pi)^{4}\right]^{\frac{1}{3}}\right\}^{\frac{1}{2}}, \\
& \alpha_{2}=\left\{\frac{1}{2}-\frac{1}{2}\left[1+g^{2} / 4(2 \pi)^{4}\right]^{\frac{1}{3}}\right\}^{\frac{1}{2}}, \\
& \alpha_{3}=-\left\{\frac{1}{2}-\frac{1}{2}\left[1+g^{2} / 4(2 \pi)^{4}\right]^{\frac{1}{4}}\right\}^{\frac{1}{2}}, \\
& \alpha_{4}=-\left\{\frac{1}{2}+\frac{1}{2}\left[1+g^{2} / 4(2 \pi)^{4}\right]^{\frac{1}{3}}\right\}^{\frac{1}{2}} .
\end{aligned}
$$

We denote the solution that behaves like $\left(x^{2}\right)^{\alpha 4}$ by $\rho_{i}$. Clearly, the most singular of these functions is $\rho_{4}$, which is more singular than $1 / x^{2}$. All the other solutions are bounded near $x^{2}=0$. Since $\rho\left(x^{2}\right)$ must be at least as singular as $1 / x^{2}$, it must contain $\rho_{4}$ with a nonvanishing coefficient. It is clear that $\rho_{4}$ is responsible for the leading asymptotic behavior of $\rho\left(k^{2}\right)$.

In Eq. (13), we make a change of variable and also split the range of integration in two parts:

$$
\begin{array}{r}
\tilde{\rho}\left(k^{2}\right)=-\frac{i}{4 \pi^{2}} \frac{1}{k^{4}}\left\{\int_{0}^{\bullet}+\int_{0}^{\infty}\right\} d y^{2}\left(y^{2}\right)^{\frac{1}{4}} J_{1}\left[\left(y^{2}\right)^{\left.\frac{1}{1}\right]}\right. \\
 \tag{16}\\
\times \Delta \rho\left(y^{2} / k^{2}\right)
\end{array}
$$

where $\Delta \rho$ is the jump of $\rho$ across the cut, and $\epsilon$ is a small number. To the integral extending from $\epsilon$ to $\infty$, we can apply the Riemann-Lebesgue theorem, since the integrand is bounded in this region. The integral running from 0 to $\epsilon$ may be evaluated asymptotically for large $k^{2}$ by replacing $\rho$ by $C\left(x^{2}\right)^{\alpha}$. Neglecting insignificant multiplicative constants, we have the following asymptotic estimate:

$$
\begin{align*}
\tilde{\rho}\left(k^{2}\right) & \sim\left(1 / k^{4}\right) \int_{0}^{4} d y^{2}\left(y^{2}\right)^{\frac{1}{2}} J_{1}\left[\left(y^{2}\right)^{\frac{1}{3}}\right]\left(y^{2} / k^{2}\right)^{\alpha+}  \tag{17}\\
& \sim\left(k^{2}\right)^{-\alpha_{\epsilon}-2}
\end{align*}
$$

Since $\alpha_{4}$ can be arbitrarily large for large $g^{2}, \rho$ can behave like an arbitrarily large power of $\left(k^{2}\right)$. It is clear that the time-ordered function given by (14) may need an arbitrarily large number of subtraction constants for its definition. This situation, if it persists in an exact theory, will give rise to serious difficulties in the usual renormalization procedure, where one cannot identify a large number of ambiguities with the renormalization of mass and coupling constant.

## c. Nonrenormalizable Interaction

We take a real vector meson field $A$ of mass $M$, coupled to a real scalar field $\phi$ through derivative
coupling. The interaction Lagrangian density is

$$
L_{\mathrm{intI}}=(g / 4) W_{\mu}\left(i \phi \partial_{\mu} \phi\right)+\mathrm{H} . \mathrm{C} .
$$

and the equation of motion in the string approximation reads

$$
\begin{aligned}
\left(4 x^{2} \frac{d^{2}}{d\left(x^{2}\right)^{2}}+8 \frac{d}{d x^{2}}+m^{2}\right)^{2} \rho\left(x^{2}\right) & \\
& =g^{2} i \Delta_{\mu *}^{(+)}\left(x^{2}\right)\left[\partial_{\mu} \partial_{\psi} \rho\left(x^{2}\right)\right]
\end{aligned}
$$

where $\Delta_{\mu}$ is the vector meson propagator given by

$$
\Delta_{\mu \nu}\left(x^{2}\right)=\left(g_{\mu \nu}+\frac{1}{M^{2}} \partial_{\mu} \partial_{\nu}\right) i \Delta^{(+)}\left(x^{2}\right)
$$

The final equation is

$$
\begin{align*}
& \left(4 x^{2} \frac{d^{2}}{d\left(x^{2}\right)^{2}}+8 \frac{d}{d x^{2}}+m^{2}\right)^{2} \rho\left(x^{2}\right) \\
& \quad=g^{2} i\left\{6 \Delta^{(+)}\left(x^{2}\right) \frac{d}{d x^{2}}-\frac{24}{M^{2}} x^{2} \Delta^{(+)}\left(x^{2}\right) \frac{d^{2}}{d\left(x^{2}\right)^{2}}\right\} \rho\left(x^{2}\right) \tag{18}
\end{align*}
$$

The equation can be converted into a Volterra integral equation similar to Eq. (11). However, the kernel now contains the operator

$$
O \equiv i\left(6 \Delta^{(+)}\left(x^{2}\right) \frac{d}{d x^{2}}-\frac{24}{M^{2}} x^{2} \Delta^{(+)}\left(x^{2}\right) \frac{d^{2}}{d\left(x^{2}\right)^{2}}\right)
$$

instead of the function $i \Delta^{(+)}\left(x^{2}\right)$. We shall show that $O$ is a bounded operator in the interval $-\infty<x^{2}<$ $-\epsilon<0$ applied on functions analytic except for the cut on the positive real axis. (Here $\epsilon$ is a fixed positive number.) First of all, both $\Delta\left(x^{2}\right)$ and $\Delta^{\prime}\left(x^{2}\right)$ are bounded functions on this interval. Secondly, given an analytic function in a region including the interval $-\infty<x^{2}<-\epsilon$, if $\delta$ is the minimum distance from the boundaries of this region to a point on this interval, then the operation of differentiation increases the maximum modulus of this function at most by a factor of $1 / \delta$. Hence if we norm these analytic functions by their maximum modulus, $O$ turns our to be a bounded operator in the interval $-\infty<x^{2}<-\epsilon$, whose bound, however, increases with decreasing $\epsilon$. It then follows that the iteration solution of the Volterra equation converges for all $g^{2}$ so long as $x^{2}$ is different from zero.
Let us investigate Eq. (18) near $x^{2}=0$. To obtain the four different asymptotic solutions near the origin, we make the substitution $\rho=\exp \left[f\left(x^{2}\right)\right]$, and solve for the most singular term of $f$. The resulting asymptotic solutions are as follows:

$$
\rho_{1} \sim\left(x^{2}\right)^{\frac{4}{2}} \exp \left\{\frac{6^{\frac{1}{i} i g}}{2 \pi M} \frac{1}{\left(x^{2}\right)^{\frac{1}{2}}}\right\},
$$

$$
\begin{aligned}
& \rho_{2} \sim\left(x^{2}\right)^{\frac{4}{2}} \exp \left\{-\frac{6^{\frac{1}{2}} i g}{2 \pi M} \frac{1}{\left(x^{2}\right)^{\frac{1}{2}}}\right\} \\
& \rho_{3} \sim 1-\frac{\pi^{2} M^{2} m^{4}}{36 g^{2}}\left(x^{2}\right)^{3}+\cdots \\
& \rho_{4} \sim x^{2}-\frac{M^{2}}{4}\left(x^{2}\right)^{2}+\cdots
\end{aligned}
$$

From positive-definite metric and the existence of one-particle state, it follows that for $x^{2}$ negative and near zero, the correct solution must be at least as singular as $1 / x^{2}$. Therefore, it must contain $\rho_{1}$ with a nonvanishing coefficient, since all the other $\rho$ 's are bounded near the origin. In order to determine the asymptotic behavior of $\rho\left(k^{2}\right)$ for large $k^{2}$, we can clearly restrict the integration region in Eq. (13) to a small loop near the origin and replace $\rho$ by the asymptotic form of $\rho_{1}$. After a change of variable, this yields
$\tilde{\rho}\left(k^{2}\right) \sim k^{-13 / 4} \int d y y^{2 / 2} J_{1}\left[(k)^{\frac{1}{2}} y\right] \exp \left\{\frac{i G(k)^{\frac{1}{2}}}{y}\right\}$
where $G \equiv 6 \mathrm{~g} / 2 \pi M$. The asymptotic form of this integral can be evaluated by the saddle point method. The details are as follows.

For large $k$, we can replace $J_{1}\left[(k)^{\frac{1}{2}} y\right]$ by its asymptotic form $\left[(k)^{\frac{1}{2}} y\right]^{-\frac{1}{2}} \exp \left[ \pm i(k)^{\frac{1}{2}} y\right]$, where the sign is always determined so as to get the larger of the two exponentials. Neglecting insignificant multiplicative constants, Eq. (20) can be converted into the following form:

$$
\tilde{\rho}\left(k^{2}\right) \sim k^{-7 / 2} \int d y y^{3} \exp \left\{i(k)^{\ddagger}[ \pm y+(G / y)]\right\}
$$

The saddle point is at $y_{0}=i(G)^{\frac{1}{2}}$, and evaluating the above integral around $y_{0}$, we obtain

$$
\begin{equation*}
\rho\left(k^{2}\right) \sim k^{-15 / 4} \exp \left\{2(G k)^{\frac{1}{2}}\right\} \tag{21}
\end{equation*}
$$

An exponential growth of this sort in momentum space, or equivalently, an exponential blowup near
the origin in position space, may be taken as the characteristic feature of nonrenormalizable theories in this approximation, just as the power growth given by Eq. (17) was a feature of renormalizable interactions. It is to be noted that the bound given by (3) is never violated.

The concept of time ordering has to be given up when the momentum space behavior is as singular as given by Eq. (21), since one then needs an infinite number of subtraction constants to make Eq. (14) well defined.

One may finally ask whether the results of the previous discussion, namely expandibility in perturbation theory and essential singularities of exponential type near the light, depend crucially on the string model. It is, of course, very hard to verify these properties in any realistic situation. However, one can present an exactly soluble model discussed in Ref. 3 as a support for the above conjectures. This model contains a fermion field $\psi$ of zero mass which satisfies the following equation:

$$
\begin{equation*}
i \partial \psi(x)=g^{2}: \gamma_{\mu} A_{\mu}(x) \psi(x): \tag{22}
\end{equation*}
$$

where $A_{\mu}(x) \equiv \partial_{\mu} \phi_{0}(x)$ and $\phi_{0}(x)$ is a free scalar field. The two-point function has the following exact solution in this model:

$$
\begin{equation*}
\langle\psi(x) \Psi(y)\rangle=\left\langle\psi_{0}(x) \psi_{0}(y)\right\rangle e^{\boldsymbol{p}^{x i \Delta(x-y)}} \tag{23}
\end{equation*}
$$

where $\psi_{0}$ is the free fermion field. This solution exhibits the properties of expandibility in $g^{2}$ and the singular structure near $x^{2}=0$. Of course, it is not clear whether this situation persists in a more realistic model.

## ACKNOWLEDGMENT

The authors would like to thank Professor J. R. Oppenheimer for his hospitality at the Institute for Advanced Study.

# Local Approximations in Renormalizable and Nonrenormalizable Theories. II 

K. Bardakci*<br>The Institute for Advanced Study, Princeton, New Jersey AND<br>B. Schroer<br>University of Pittsburgh, Physics Department, Pittsburgh, Pennsylvania

(Received 18 March 1965)


#### Abstract

The investigations of a previous paper are generalized to two-point matrix elements. A principle is formulated, which yields unique finite Feynman rules in the renormalizable case, i.e., permits a unique separation of counterterms. For nonrenormalizable theories this principle yields uniqueness up to a "scaling" parameter. The results are generalized to a large class of Feynman graphs. For this subset of graphs, field-theoretical principles do not determine this scaling parameter.


## INTRODUCTORY REMARKS

IN a previous paper, ${ }^{1}$ Wightman's framework ${ }^{2}$ of quantum field theory was slightly generalized in order to allow for nonpolynomial high-energy behavior of the expectation values. It was shown that for equal fields (interaction via another field) a convectionally nonrenormalizable theory leads in the "string approximation" to a two-point function with exponential increase if the points are getting closer in spacelike direction. The physically more interesting case which contains scattering information is the case of the two-point matrix element. In the ladder approximation one can derive a fourth-order differential equation for this object. The spectrum condition leads to two boundary conditions. Normalization conditions which were available in the case of the renormalized vacuum expectation value and lead to a complete set of boundary conditions, do not exist for the matrix element. Being unable to formulate such conditions directly, we look at the perturbation theory. This leads us to the problem of determining the matrix element of the field from a given current matrix element, i.e., the inversion of the Klein-Gordon operator for a given inhomogeneous part of the differential equation. This inversion problem is studied in detail, and the form of the ambiguity of the result is determined. A principle abstracted from the fundaments of quantum field theory and the usual renormalizable perturbation theory is formulated to eliminate this ambiguity. In contradistinction to the conventionally used "minimal short distance" singularity principle (in dis-

[^9]persion theory known as the "minimal subtraction" principle), our principle eliminates the contact term ambiguity without making an a priori restriction on the high-energy behavior. Applied to nonrenormalizable theories it does, however, not lead to complete uniqueness; we only obtain uniqueness up to a scaling parameter. In every order the matrix element fulfills causality and spectrum condition. The consideration can be generalized to all Feynman graphs whose divergence in the conventional approach originates from an improper treatment of the inversion of the Klein-Gordon operator for a given but singular current. Those Feynman graphs we call the CI (current integration) graphs. The rest of the conventionally divergent graphs are infinite because of the naive handling of local operator products in the same space-time points. These CL (current limiting) graphs ${ }^{3}$ are not treated in this paper.

## 1. GENERAL PROPERTIES AND INTERPRETATION OF THE TWO-POINT MATRIX ELEMENT

Spectrum conditions and causality pose a considerably more difficult problem for the matrix element

$$
\begin{equation*}
\langle P| \Phi(x) \Phi(y)|Q\rangle \tag{1}
\end{equation*}
$$

than for the vacuum expectation value. The most general matrix element was given in form of a representation for the commutator by Jost and Lehmann ${ }^{4}$ and Dyson ${ }^{5}$ :

[^10]$\langle P|\left[\check{\Phi}\left(\frac{1}{2} x\right), \Phi\left(-\frac{1}{2} x\right)\right]|Q\rangle=\int_{0}^{\infty} i \Delta_{\kappa^{(+)}}^{(x)} \rho\left(k^{2}, \mathrm{x}\right) d \kappa^{2}$.
Here $\rho$ is the Jost-Lehmann kernel (for identical fields we do not need the more general Dyson kernel) which is entire in $x$. The order of this entire function reflects according to the Payley-Wiener ${ }^{6}$ theorem the shape of the support of its Fourier transform $\bar{\rho}\left(\kappa^{2}, \mathbf{u}\right)$ following from the particular spectrum condition of the matrix element (1). After subtracting out the vacuum intermediate state, the support of $\rho$ is
$$
\kappa^{2} \geq\left[M-\left(m^{2}-u^{2}\right)^{\frac{1}{2}}\right]^{2} \quad|u| \leq m
$$
where $M$ is the mass of the lowest intermediate state in (1) and $\frac{1}{4}(P+Q)^{2} \equiv m^{2}$. This formula has been derived for renormalizable theories in which case $\rho$ turns out to have a polynomial bound in $\kappa^{2}$. We observe however, that the formula
\[

$$
\begin{equation*}
F_{ \pm}=\int i \Delta_{x^{2}}^{( \pm)}(x) \rho\left(\kappa^{2}, \mathrm{x}\right) d x^{2} \tag{3}
\end{equation*}
$$

\]

makes sense for all kernels which are in $\left(\kappa^{2}\right)^{\frac{1}{2}}$ of zero-order growth. ${ }^{7}$ In this case $F_{ \pm}$is analytic for spacelike $x$ and for $\operatorname{Im} x<0$ resp $>0$. The Fourier transform therefore can be defined by the technique of contour shifting as explained in I. Hence the Fourier transform of (2) exists, and one easily checks that it is of zero-order growth as expected.

We argue now, that also the converse argument applies, i.e., starting from a matrix element which belongs to the nonrenormalizable class discussed in I, one can derive the Jost-Lehmann representation (3) with the kernel $\rho$ being of zero-order growth. A formal proof is outside the scope of this paper. The asymptotic fall-off properties ${ }^{8}$ based on the representation (3) and needed for a derivation of the asymptotic condition can be carried over to our larger class of nonrenormalizable fields.

In the next section we will study local approximations for the two-point matrix element. Using similar arguments as in I, we will obtain partial singular differential equations. The problem of solving these differential equations is tantamount to an inversion of the differential operator. As it is well known from potential theory, in order to find the "right" inversion, the differential equation has to be supplemented by an interpretation of the quantities in-

[^11]volved. From the general framework of quantum mechanics one knows that the Schrödinger amplitude is an $L^{2}$ integrable wavefunction and that the differential operator is a self-adjoint Hamiltonian. In this case the differential equation defines a selfadjoint Hilbert space problem, and the Schrödinger boundary conditions at the origin are a consequence of this framework. A matrix element of fields is, however, a quite different object than a Schrödinger wavefunction. Consider for example the matrix element
\[

$$
\begin{equation*}
\langle 0| \Phi(x) \Phi(y)|\psi\rangle . \tag{4}
\end{equation*}
$$

\]

This amplitude gives a measure for the probability of finding "field excitations," i.e., partial deviations from the vacuum around the points $x$ and $y$ "after" the state $|\psi\rangle$ has been prepared. Note, however, that this probability interpretation is only relative, i.e., only the ratio ${ }^{\circ}$

$$
\begin{equation*}
\frac{|\langle 0| \Phi(x) \Phi(y)| \psi\rangle\left.\right|^{2}}{\left.\left|\langle 0| \Phi\left(x^{\prime}\right) \Phi\left(y^{\prime}\right)\right| \psi\right\rangle\left.\right|^{2}} \tag{5}
\end{equation*}
$$

has a meaning. This relative probability interpretation does, however, not lead to a self-adjoint Hilbert space problem. The only analogy with potential theory is obtained for large spacelike separations of the field excitations.

If we take as $|\psi\rangle$ for example an incoming twoparticle state, then ${ }^{20}$

$$
\begin{align*}
\langle 0| \Phi\left(\frac{1}{2} \mathrm{x}, 0\right) \Phi & \left(-\frac{1}{2} \mathrm{x}, 0\right)\left|k^{\mathrm{in}}\right\rangle \\
& -\langle 0| \Phi^{\mathrm{in}\left(\frac{1}{2} \mathrm{x}, 0\right) \Phi^{\mathrm{in}}\left(-\frac{1}{2} \mathrm{x}, 0\right)\left|k^{\mathrm{in}}\right\rangle} \\
& \xrightarrow[|x| \rightarrow \infty]{ } \frac{e^{i k r}}{r} f(k, \cos \theta) . \tag{6}
\end{align*}
$$

Here $\left|k^{\text {in }}\right\rangle$ denotes the two-particle state after taking out the center-of-mass motion, i.e., writing the twoparticle Hilbert space,

$$
\mathfrak{H}=\mathfrak{F}(P) \otimes \mathfrak{F}_{i} ;
$$

$|k\rangle$ is a vector out of the "little" Hilbert space. The coefficient $f$ in front of the asymptotically least decreasing term is proportional to the elastic seattering amplitude and hence has an absolute probability interpretation.
It may be not uninteresting to point out that there is even a difference in the way the left-hand side approaches its asymptotic limit. In potential theory,

[^12]the decrease is faster than any inverse power of $r$ ("wave zone" behavior), whereas in local field theory there is a hierarchy of inverse powers. The coefficients of these inverse powers correspond to amplitudes of inelastic processes in very special final-state configurations. The analogy with potential theory breaks down completely for short distances, in which case the quantum field-theoretical framework does not give a $L^{2}$ integrability property of the matrix elements.

It is well known that these interpretational features have caused considerable confusion in the history of the Bethe-Salpeter equation, ${ }^{11}$ which was initially thought of as a relativistic description of the quantum mechanical two-particle wavefunction ${ }^{12}$ rather than an equation which describes the propagation of field excitation (and which only asymptotically has a particle probability interpretation). An often-cited "argument" in favor of an $L^{2}$ integrability boundary condition at the origin is the allegation that the nonrelativistic limit of the BetheSalpeter amplitude is the Schrödinger equation. ${ }^{13}$ However, if one takes the nonrelativistic approximation literally (i.e., $\left|p_{i}\right|^{2} \ll m^{2}$ ), a (ladder) approximation for a nonrelativistic quantum field theory is obtained for which the matrix element of "field excitation" does not have an absolute probability interpretation either. It is only after the subsequent step of neglecting creation and annihilation features by introducing an effective potential in the elastic region, that field-theoretical short-distance behavior is completely destroyed and any insight is lost.

Our remarks on the interpretation are presumably not new to field-theoretical experts. They are, however, helpful for an appreciation of our perturbationtheoretical treatment in the next section. From an analogy with the two-point vacuum expectation treatment one would expect an exponential increase for the equal field matrix element (1) if the spacelike distance decreases. This indeed turns out to be true for the summed up perturbation series and is in remarkable contrast to the result of Sawyer ${ }^{14}$ and Domokes and Suranyi ${ }^{15}$ who proposed in certain

[^13]models (fermions interacting via fermion pairs) solutions which behave for short distances like
$$
\exp \left\{f_{\rho} / r\right\}, \quad r^{2}=x^{2}-x_{0}^{2} \quad \rho= \pm i
$$

The $L^{2}$ solutions are increasingly oscillating for spacelike and Euclidean distances and exponentially increasing for timelike distances. The findings of these authors is based on the analogy of the Bethe-Salpeter equation in the unphysical Euclidean region with potential theory. However, not every solution of the differential equation in the Euclidean region fulfills the analyticity requirements following from causality and spectrum (incorporated in the Jost-LehmannDyson representation) which are necessary in order to continue back into the physical points. It is an interesting question, whether these solutions solve the physical problem at all, and moreover whether there are any solutions in accordance with the principles of quantum field theory besides the one we construct in the next sections.

## 2. LADDER APPROXIMATION

For simplicity, consider an interacting neutral scalar theory of mass $m$, the interaction proceeding through a vector meson of mass $M$. The interaction Lagrangian is taken to be

$$
\begin{equation*}
L_{\mathrm{int}}=(g / 4) i W_{\mu}\left(\Phi \mathbf{\partial}^{\mu} \Phi\right) \tag{7}
\end{equation*}
$$

where $\Phi$ is the scalar field and $W$ the vector field. Applying the Klein-Gordon operator twice to the matrix element

$$
\begin{equation*}
\langle 0| \Phi(x) \Phi(y)|\Psi\rangle \tag{8}
\end{equation*}
$$

and using the equation of motion we formally obtain

$$
\begin{align*}
& \left(\square_{x}+m^{2}\right)\left(\square_{y}+m^{2}\right)\langle 0| \Phi(x) \Phi(y)|\Psi\rangle \\
& \quad=g^{2}\langle 0| W^{\mu}(x) \partial_{\mu} \Phi(x) W^{\circ}(y) \partial_{y} \Phi(y)|\Psi\rangle \tag{9}
\end{align*}
$$

as in the two-point function case we take $y$ spacelike with respect to $x$, commute $W^{\prime}(y)$ to the left, and insert a complete set of states. Retaining only the vacuum intermediate state and taking the $W$. propagator to be the free one, we obtain

$$
\begin{align*}
\left(\square_{x}+\right. & \left.m^{2}\right)\left(\square_{y}+m^{2}\right)\langle 0| \Phi(x) \Phi(y)|\Psi\rangle \\
& =g^{2} i \Delta_{\mu \nu}^{(+)}(x-y) \partial_{x}^{\mu} \partial_{\nu}^{z}\langle(0|\Phi(x) \Phi(y)| \Psi\rangle \tag{10}
\end{align*}
$$

where

$$
\begin{equation*}
i \Delta_{\mu \nu}^{(+)}(x)=i\left[g_{\mu \nu}+\left(1 / M^{2}\right) \partial_{\mu} \partial_{\nu}\right] \Delta^{(+)}(x) \tag{11}
\end{equation*}
$$

with $M$ the $W$ mass.
If $|\psi\rangle$ does not have infinite energy components, then the product of the two distributions is perfectly well defined as in the two-point vacuum case (I).

The main problem is now to find the "right" inversion of the differential operator. Consider the problem first in renormalizable perturbation theory. Suppose the matrix element (8) is known in $n$ thorder perturbation theory in $g^{2}$. Then the problem posed by (10) is the local integration of the matrix element of a local current. The solution is a particular local solution plus the most general local solution of the homogeneous equation. The latter is given in the following theorem.

Theorem: The most general local solution of the homogeneous equation

$$
\begin{equation*}
\left(\square_{x}+m^{2}\right) G(x ; y)=0 \tag{12}
\end{equation*}
$$

is
$G(x ; y)=\sum_{n=0}^{N} a_{v_{1} \cdots n_{n}}(y) D^{\eta_{1} \cdots v_{n}} i \Delta^{(+)}(x-y)$
where $a_{n}, \ldots p_{n}$ are tensorial functions of all variables excluding $x$.

Proof: Consider the commutator

$$
\begin{equation*}
H=G(x: y)-G(y ; x), \tag{14}
\end{equation*}
$$

$H=0$ for $(x-y)^{2}<0$. Since $\left(\square_{x}+m^{2}\right) G(x: y)=0$, it follows that $\left(\square_{x}+m^{2}\right) G(y: x)=0$ for $x$ and $y$ spacelike separated. By analytic continuation, this result holds for arbitrary $x$ and $y$. Therefore, $H$ vanishes for spacelike distances and is a solution of the homogeneous equation. According to a theorem of Garding and Malgrange any distribution solution ${ }^{16}$ of the wave equation can be written in terms of distribution initial values on the hypersurface.
$H(x ; y)=\int i \Delta\left(x-x^{\prime}\right) \partial_{x_{\varepsilon}} H\left(\mathbf{x}, x_{0}^{\prime} ; y \cdot x_{0}^{\prime}\right) d^{3} x^{\prime}$.
Since the initial value has point support (according to locality), one obtains
$H(x: y)=\sum_{n=0}^{N} a_{r_{1}} \ldots_{\mathrm{n}}(y) D_{x}^{\boldsymbol{p}_{x}} \cdots_{\mathrm{o}_{n}} i \Delta(x-y)$.
Since it satisfies the homogeneous equation, $G(x: y)$ has a Fourier transform in the relative coordinate $x-y$ whose support is contained in some positive cone. Hence the commutator (16) can be uniquely disentangled and leads to Eq. (13) for the matrix element.

With the help of this theorem we obtain the most general solution for the inversion of

$$
\begin{equation*}
\left(\square_{x}+m^{2}\right)\langle 0| \Phi(x) j(y)|\Psi\rangle=g(x, y ; \Psi), \tag{17}
\end{equation*}
$$

[^14]\[

$$
\begin{align*}
& \langle 0| \Phi(x) j(y)|\Psi\rangle=\int K\left(x-x^{\prime}\right) g\left(x^{\prime}, y ; \Psi\right) d x^{\prime} \\
& +\sum_{n=0}^{N} a_{v_{2}} \cdots_{n}(y) D_{x}^{p_{1} \cdots_{n}} K(x-y), \tag{18}
\end{align*}
$$
\]

with

$$
\begin{equation*}
K(\xi)=\frac{m}{4 \pi^{2}\left(\xi^{2}\right)^{\frac{1}{2}}} K_{1}\left[m\left(\xi^{2}\right)^{\frac{1}{2}}\right] . \tag{19}
\end{equation*}
$$

Here we have for convenience rotated into the Euclidean region, which is permissible if $|\psi\rangle$ is restricted in energy. ${ }^{\circ}$ From now on all formulas are meant in the Euclidean region unless stated otherwise.

For plane $a$ wave states: $|\psi\rangle=|P\rangle$ translation invariance yields

$$
\begin{equation*}
a_{r}(y)=e^{i P_{y}} a_{v} . \tag{20}
\end{equation*}
$$

In renormalizable theories the contact terms on the right-hand side of (18) are conventionally excluded and uniqueness is obtained by insisting that only solution with mildest short-distance behavior ${ }^{17}$ are to be taken. We reject this philosophy for the following reasons:
(a) It prohibits the understanding of short-distance behavior as an integral part of the theory itself and is tantamount to an a priori commitment on a feature of the theory we know least about. For nonrenormalizable theories it brings an increasing amount (with perturbation theoretical order) of arbitrariness.
(b) Even in renormalizable theories the philosophy of minimal short-distance singularity runs into difficulties once one goes outside of perturbation theory. The short-distance behavior may be worse for the summed up series depending on the size of the coupling constant.

We want to eliminate the ambiguities of the inversion problem (17) where $g$ is the source term given in the previous perturbation iteration. [In what follows, we sometimes suppress the dependdence of $g(x \cdot y: \psi)$ on the quantities $y$ and simply denote it by $g(x)$.] We assume that the inversion operator ( $\left.\square_{x}+m^{2}\right)^{-1}$, considered as a mapping on the linear space of Wightman functions, commutes with all the operators that commute with the operator ( $\square+m^{2}$ ) itself. There are two sets of operators that commute with the Klein-Gordon operator:
(i) The "Lorentz" generators $M_{\mu \nu}=x_{\mu} \partial / \partial x_{\nu}-$ $x_{\nu} \partial / \partial x_{\mu}$.
(ii) Generators of translation $T_{\mu}=\partial / \partial x_{\mu}$.

[^15]These operators are supposed to act on a single distinguished variable $x$ in the space of Wightman functions and should not be confused with the generators of the Poincare group in the state space. However, the requirement that $\left(\square_{s}+m^{2}\right)^{-1}$ commute with $M_{\mu \nu}$ and $T_{\mu}$ ensures the Lorentz and translation invariance of the result of the inversion, if the input has the same properties. Explicitly written, we have

$$
\begin{equation*}
\left[\left(\square+m^{2}\right)^{-1} M_{\mu \nu} g\right](x)=M_{\mu \nu}\left\{\left[\left(\square+m^{2}\right)^{-1} g\right](x)\right\} \tag{21}
\end{equation*}
$$

$$
\left[\left(\square+m^{2}\right)^{-1} T_{\mu} g\right](x)=T_{\mu}\left[\left(\square+m^{2}\right)^{-1} g\right](x)
$$

where $\left[\left(\square+m^{2}\right)^{-1} g\right](x)$ fulfills

$$
\left[\left(\square+m^{2}\right)\left[\left(\square+m^{2}\right)^{-1} g\right](x)=g(x)\right.
$$

In the case of $g(x)$ which are not too singular near $x^{2}=0$, there exists the well-known Feynman prescription which solves the inversion problem:
$\langle 0| \Phi(x) J(y)|\psi\rangle=\int K\left(x-x^{\prime}\right) g\left(x^{\prime}, y, \psi\right) d^{4} x^{\prime}$.
Equation (24) agrees with Eq. (18) with the contact terms on the right hand side set equal to zero. It can explicitly be checked that the above formula yields a causal Wightman function which satisfies Eqs. (21) and (22), if these equations are already satisfied by the source function $g$.

There is a natural way to generalize the Feynman prescription to singular input functions coming from nonrenormalizable theories such that all the requirements we have stated are automatically fulfilled. Consider in the Euclidean region in $x^{2}$ the analytic function

$$
\begin{equation*}
\left(\Lambda / x^{2}\right)^{\alpha} ; \quad \Lambda>0 . \tag{24}
\end{equation*}
$$

The boundary value taken from $\operatorname{Im} x>0$ at the Minkowski points defines a bona fide Wightman function (whose Fourier transform is contained in the forward light cone, and is positive-definite for large real $\alpha$ ). Define the "source" function

$$
\begin{equation*}
g_{\alpha}(x)=\left(\Lambda / x^{2}\right)^{\alpha} g(x) \tag{25}
\end{equation*}
$$

Clearly, for $\alpha \rightarrow 0, g_{\alpha}$ converges towards $g$ in the topology of Wightman-distributions. Define a solution
$\langle 0| \Phi(x) j(y)|\psi\rangle^{(\alpha)}=\int K\left(x-x^{\prime}\right) g_{\alpha}\left(x^{\prime} \cdots\right) d x^{\prime}$
for arbitrary $\alpha$ as the analytic continuation starting from $\operatorname{Re} \alpha$ being sufficiently large negative where the
integral converges. If the singularity of $g$ is direc-tional-independent and behaves like $\left[C /(x-y)^{2}\right]^{\beta}$ with $\beta \neq$ integer to start with, then the limit $\alpha \rightarrow 0$ can be taken in (26) and the result is not dependent on $\Lambda$. If, however, $\beta$ is an integer, then one may encounter poles in $\alpha$ for $\alpha \rightarrow 0$. In this case we define a solution by multiplying $g$ with $1 / \alpha$ and taking the residuum around $\alpha=0$,

$$
\begin{align*}
&\langle 0| \Phi(x) j(y)|\psi\rangle \\
& \quad \equiv \frac{1}{2 \pi i} \oint \frac{d \alpha}{\alpha} \int K\left(x-x^{\prime}\right) g_{\alpha}\left(x^{\prime} \cdots\right) d x^{\prime} . \tag{27}
\end{align*}
$$

It is easy to check that this definition of a particular solution for integer $\beta$ reduces to the previous one whenever $\alpha=0$ is not a pole. In both cases we obtain a solution of the inhomogeneous differential equation which fulfills the translational property (21) for any $g_{\alpha}$. The Lorentz-transformation property (22) allows to make a partial wave decomposition and discuss the particular solution (27) independently for any partial wave. We will use this in the next section. It is anticipated here, that this process works in any order of perturbation theory.

The prescription (27) is intimately connected with the "finite part" of Hadamard ${ }^{18}$ and has been championed for many years by Caianiello, ${ }^{19}$ who proposed it in the context of Dyson's renormalization procedure. The crucial step is now to find out whether our insistence in the "universality" of the inversion ( $\left.\square+m^{2}\right)^{-1}$ fulfilling (21) and (22) leads to the Feynman prescription and to our generalization (27) for the singular cases. In the more detailed discussion in the next section it becomes evident that the Feynman prescription as well as (27) indeed fulfills our principles. The ambiguity we eliminated in (13) can be written as

$$
\begin{equation*}
e^{i P_{y}} \sum_{n=0}^{N} a_{v_{1}} \cdots r_{n}(g) D^{v_{2} \cdots v_{n}} K(x-y) \tag{28}
\end{equation*}
$$

where according to our interpretation as $\left(\square+m^{2}\right)^{-1}$ as being universal continuous linear mapping on space of Wightman function, the $a_{v_{1}} \ldots \mathrm{r}_{1}(g)$ are continuous linear functionals on the space of all (tempered) Wightman functions. Evidently a replacement $g \rightarrow T_{\mu} g$ does not lead to a differentiation of $K$, and hence

$$
a_{v_{1} \ldots v_{n}}(g) \equiv 0
$$

[^16]
## 3. DISCUSSION OF CONVERGENCE OF THE "LADDER" PERTURBATION SERIES IN A SPECIAL CONFIGURATION

Now consider the expectation values of the product of two field operators in a one-particle state $|\Psi\rangle$. We derive a "ladder" equation for it, which is analogous to (10),

$$
\begin{align*}
\left(\square_{z}+\right. & \left.m^{2}\right)\left(\square_{y}+m^{2}\right)\langle\psi| \Phi(x) \Phi(y)|\psi\rangle \\
& =g^{2}\langle\psi| W_{\mu}(x) \partial^{\mu} \Phi(x) W_{\nu}(y) \partial^{v} \Phi(y)|\psi\rangle \tag{29}
\end{align*}
$$

commuting for spacelike distances and retaining as intermediate state only $\|\psi\|^{-1}|\psi\rangle$ we obtain

$$
\begin{align*}
\left(\square_{x}\right. & \left.+m^{2}\right)\left(\square_{y}+m^{2}\right)\langle\psi| \Phi(x) \Phi(y)|\psi\rangle \\
& =\frac{g^{2}}{\|\psi\|^{2}}\langle\psi| W_{\mu}(x) W_{\nu}(y)|\Psi\rangle \partial_{x}^{\mu} \partial_{y}^{\nu}\langle\psi| \Phi(x) \Phi(y)|\Psi\rangle \tag{30}
\end{align*}
$$

Replacing $W$ by the free field, and taking a sequence $|\psi\rangle$ which approaches a plane wave leads to

$$
\begin{align*}
\left(\square_{x}+m^{2}\right)\left(\square_{y}+\right. & \left.m^{2}\right) F(x-y ; P) \\
& =g^{2} i \Delta_{\mu \nu}^{(+)} \partial_{x}^{\mu} \partial_{y}^{\nu} F(x-y ; P) \tag{31}
\end{align*}
$$

where $F(x-y ; P)=\langle P| \Phi(x) \Phi(y)|P\rangle$ and $i \Delta_{\mu \nu}^{(+)}$ as previously defined.

The advantage of considering this special matrix element is that it has a simple expansion in fourdimensional spherical harmonics (in the Euclidean region),

$$
\begin{equation*}
F(\xi ; P)=\sum_{l=0}^{\infty} C_{l}(\cos \theta) F_{l}\left(\xi^{2}\right) \tag{32}
\end{equation*}
$$

where $\cos \theta=\xi P /\left(\xi^{2} P^{2}\right)^{\frac{1}{2}}, C_{l}(\cos \theta)=Y_{l, 0,0}(\theta)=$ $\sin (l+1) \theta / \sin \theta$. (Note that the odd partial waves vanish in the case of identical fields.)

The expansion given above converges in the largest singularity for ellipse with foci at $\cos \theta= \pm 1$ in the complex $(\cos \theta)$ plane. This region can be determined by using the Jost-Lehmann-Dyson representation (2), which for the case when $F(x, P)$ and $F(-x, P)$ have disjoint support in momentum space can be written directly for the matrix element (after taking out the vacuum intermediate state)

$$
\begin{equation*}
F(x, P)=\int_{0}^{\infty} d \kappa^{2} i \Delta^{(+)}\left(x, \kappa^{2}\right) \rho\left(\mathrm{x}, \kappa^{2}\right) . \tag{33}
\end{equation*}
$$

Since $\rho$ is an entire function of $x$, for fixed $x^{2}$ not positive, the expansion (32) converges ( $x^{2}=-\xi^{\prime}$, for $\xi$ Euclidean).

Now define

$$
\begin{align*}
L_{i}=\left(4 \lambda \frac{d^{2}}{d \lambda^{2}}\right. & \left.+8 \frac{d}{d \lambda}-m^{2}-\frac{l^{2}+2 l}{\lambda}\right) \\
\lambda & =-x^{2} \quad(\lambda>0 \text { spacelike }), \tag{34}
\end{align*}
$$

$$
\begin{array}{r}
N_{i}=-6 K(\lambda) \frac{d}{d \lambda}+\frac{24}{M^{2}} \lambda K^{\prime} \frac{d^{2}}{d \lambda^{2}}+\frac{l^{2}+2 l}{\lambda} \\
\times\left(K-\frac{2 K^{\prime}}{M^{2}}\right), \quad K=i \Delta_{M}^{(+)} . \tag{35}
\end{array}
$$

Equation (31) reduces to the following for partial waves

$$
\begin{equation*}
L_{l}^{2} F_{l}=g^{2} N_{l} F_{l} . \quad l \text { even. } \tag{36}
\end{equation*}
$$

Two boundary conditions are readily obtained from spectral requirements. Defining as $f_{l}$ the partial wave matrix element minus the vacuum interme-diate-state contribution

$$
\begin{equation*}
f_{l}=F_{l}+\frac{2}{(2 \pi)^{3}} \frac{l+1}{m(\lambda)^{\frac{1}{2}}}(i)^{l} J_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right], \tag{37}
\end{equation*}
$$

one obtains from spectral conditions [for example by using the Jost-Lehmann Dyson representation (33)] that $f_{l}$ goes to zero faster than $\lambda^{-3 / 2}$ as $\lambda \rightarrow \infty$. Here we assume that $m \neq 0$ and hence the decrease is actually exponential in spacelike directions. The equation reduces asymptotically to the free one and there are four solutions,

$$
\begin{gather*}
\frac{1}{(\lambda)^{\frac{1}{2}}} I_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right], \quad \frac{1}{(\lambda)^{\frac{1}{2}}} K_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right],  \tag{38}\\
\frac{\partial}{\partial m^{2}} \frac{1}{(\lambda)^{\frac{1}{2}}} I_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right], \quad \frac{\partial}{\partial m^{2}} \frac{1}{(\lambda)^{\frac{1}{2}}} K_{l+1}\left[m(\lambda)^{\frac{1}{4}}\right] .
\end{gather*}
$$

The solution that behaves like $I$-functions increase exponentially for large $\lambda$ and must be discarded.

The behavior near the origin is

$$
\begin{align*}
& F_{l}^{(1),(2)} \sim \lambda^{\frac{3}{2}} \exp \left[ \pm \frac{(6)^{\frac{1}{2}} g}{2 \pi M} \frac{1}{(\lambda)^{\frac{1}{2}}}\right]  \tag{39}\\
& F_{l}^{(3),(4)} \sim\left(\lambda^{2}\right)^{-\frac{1}{2}+\frac{3}{3}\left(1-\left(l^{2}+2 l\right) / 3\right)^{\frac{1}{4}}} .
\end{align*}
$$

We have no direct short-distance boundary condition.

In accordance with the inversion principles established in the previous section, we invert with the $\alpha$-procedure in every order of perturbation theory:

$$
\begin{align*}
F_{l} & =\sum_{n=0}^{\infty} F^{(n)}\left(g^{2}\right)^{n}  \tag{40}\\
F_{l}^{(n)} & =L_{l}^{-2} J_{l}^{(n)}=\frac{1}{2 \pi i} \oint \frac{d \alpha}{\alpha} L_{l}^{-2} J_{l, \alpha}^{(n)}, \tag{41}
\end{align*}
$$

where

$$
\begin{equation*}
J_{l, \alpha}^{(n)}=\left(\frac{\Lambda}{x^{2}}\right)^{\alpha} N_{l} F_{l}^{(n-1)} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{l}^{-1} g_{l}=\int_{0}^{\infty} d \lambda^{\prime} \lambda^{\prime} G\left(\lambda, \lambda^{\prime}\right) g_{l}\left(\lambda^{\prime}\right) \tag{43a}
\end{equation*}
$$

$$
\begin{align*}
L_{l \mathbf{L}}^{-2} g_{l} & =\int_{0}^{\infty} d \lambda^{\prime} \lambda^{\prime} g_{l}\left(\lambda^{\prime}\right) \frac{\partial}{\partial m^{2}} G_{l}\left(\lambda \lambda^{\prime}\right),  \tag{43b}\\
G_{l}\left(\lambda, \lambda^{\prime}\right) & =\frac{\pi}{2} \frac{1+l}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{l}}\left\{K_{l+1}\left[m\left(\lambda^{\prime}\right)^{\frac{3}{3}}\right] I_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right] \theta\left(\lambda^{\prime}-\lambda\right)\right.} \\
& \left.+K_{l+1}\left[m(\lambda)^{\frac{1}{2}}\right] I_{l+1}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right] \theta\left(\lambda-\lambda^{\prime}\right)\right\}, \tag{44}
\end{align*}
$$

where $\lambda$ is the Euclidean distance and all integrations are performed in the Euclidean region. The translational property is equivalent to the following set of integral equations:

$$
\begin{align*}
& \frac{l+2}{2(\lambda)^{\frac{1}{2}}}\left(L_{l}^{-1} g_{l}\right)+(\lambda)^{\frac{1}{2}} \frac{d}{d \lambda}\left(L_{l}^{-1} g_{l}\right) \\
& =L_{l-1}^{-1}\left[\frac{l+2}{2(\lambda)^{\frac{1}{2}}} g_{l}+(\lambda)^{\frac{1}{2}} \frac{d}{d \lambda} g_{l}\right],  \tag{45a}\\
& -\frac{l}{2(\lambda)^{\frac{1}{2}}}\left(L_{l}^{-1} g_{l}\right)+(\lambda)^{\frac{1}{2}} \frac{d}{d \lambda}\left(L_{l}^{-1} g_{l}\right) \\
&  \tag{45b}\\
& = \\
& \quad L_{l+1}^{-1}\left[-\frac{l}{2(\lambda)^{\frac{1}{1}}} g_{l}+(\lambda)^{\frac{1}{2}} \frac{d}{d \lambda} g_{l}\right] .
\end{align*}
$$

For a $g_{t}$, which is square-integrable at the origin, these identities are fulfilled as one easily checks by partial integration. Taking $g$ to be $J_{l, \alpha}^{(n)}$ of (42), one has identities for $\operatorname{Re}(\alpha)$ sufficiently negative. Since the point $\alpha=0$ can be reached by analytic continuation [all inversion in (45) are analytic for complex $\alpha$ for all expression $J^{(n)}$, occurring in perturbation theory] through complex $\alpha$, this property does not get lost.

The contact terms which according to the theorem of the previous section only contributes up to the $N$ th partial wave, are of the form

$$
a_{i}\left(g_{i}\right)\left\{K_{l+1}\left[m(\lambda)^{\frac{1}{4}}\right](\lambda)^{-\frac{1}{2}}\right\}
$$

and behave for short distances like $\lambda^{-\frac{1}{(1-2)}}$. It is just for these terms that a partial integration gives surface contributions which violate (45). An $\alpha$ regularization of $g_{i}$ changes only the coefficients $a_{2}\left(g_{2}\right)$ but not the integer power, and hence we have confirmed in a more detailed and direct way that the principles formulated in the previous section eliminate those ambiguities.

We now discuss the convergence of the nonrenormalizable perturbation series. It is sufficient to take the case $l=0$, since the treatment for other values of $l$ is quite similar. To simplify the mathematics, we shall also only consider the most singular terms in the vector boson propagator and indicate later how the more general case can be treated. With these simplifications, the differential equations under consideration reduces to

$$
\begin{equation*}
\left(4 \lambda \frac{d^{2}}{d \lambda^{2}}+8 \frac{d}{d \lambda}-m^{2}\right)^{2} F=G^{2} \frac{1}{\lambda} F^{\prime \prime} \tag{46a}
\end{equation*}
$$

where

$$
G^{2}=24 g^{2} / 4 \pi M^{2}
$$

and the boundary condition

$$
\begin{equation*}
F+\frac{2}{(2 \pi)^{3}} \frac{I_{1}\left[m(\lambda)^{\frac{1}{2}}\right]}{m(\lambda)^{\frac{1}{2}}} \rightarrow 0 \tag{46b}
\end{equation*}
$$

for large $\lambda$.
The perturbation series (41) now simplifies to

$$
\begin{equation*}
F=\sum F^{(\omega)}(G)^{n} \tag{47a}
\end{equation*}
$$

with

$$
\begin{equation*}
F^{(n+1)}=f \cdot p . L_{0}^{-2}\left(\frac{\Lambda}{\lambda}\right)^{\alpha} \frac{1}{\lambda} F^{(n) \prime \prime} \tag{47b}
\end{equation*}
$$

where we have abbreviated the $\alpha$-procedure in (41) by f.p. (finite parts).

For our immediate purpose it is convenient to forget about the boundary condition (46b) at $\lambda=\infty$. To this end we define the Green's function

$$
\begin{array}{r}
\bar{L}_{0}^{2} g=\frac{\pi}{2} \int_{0}^{\lambda} \frac{\lambda^{\prime}}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}} \frac{\partial}{\partial m^{2}}\left\{K_{1}\left[m(\lambda)^{\frac{1}{4}}\right] I_{1}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right]\right. \\
\left.-K_{1}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{4}}\right] I_{1}\left[m(\lambda)^{\frac{1}{1}}\right]\right\} g\left(\lambda^{\prime}\right) d \lambda^{\prime} \tag{48}
\end{array}
$$

so that

$$
\begin{equation*}
L_{0}^{-2} g=\bar{L}_{0}^{-2} g+\left(\partial / \partial m^{2}\right) I_{1}\left[m(\lambda)^{\frac{1}{2}}\right] c_{m} \tag{49}
\end{equation*}
$$

where $c_{m}$, is a ( $m$-dependent) constant.
We consider now the problem (47) with $L_{0}^{-2}$ replaced by $\bar{L}_{0}^{-2}$. As the zero-order input we take $F_{1}^{(0)}=I_{1}\left[m(\lambda)^{\frac{1}{2}}\right], \quad F_{2}^{(0)}=\left(\partial / \partial m^{2}\right) I_{1}\left[m(\lambda)^{\frac{1}{2}}\right]$.
Assuming for the moment that the so-obtained power series $F_{1}$ and $F_{2}$ converge for small $G$, we obtain in this way a two-parametric manifold of solutions,

$$
\begin{equation*}
F=\alpha F_{1}+\beta F_{2}, \tag{51}
\end{equation*}
$$

of the differential equation (46a) which fulfill the same boundary condition at the origin as (47), but in general not the condition (46b) at $\lambda \rightarrow \infty$. The constant $\alpha$ and $\beta$ must be so fixed that this boundary condition at $\lambda=\infty$ is satisfied. To achieve this, we define three further solutions to Eq. (46a),
$F_{3}(\lambda)=\frac{K_{1}\left[m(\lambda)^{\frac{1}{2}}\right]}{(\lambda)^{\frac{1}{2}}}+G^{2} \int_{\lambda}^{\infty} d \lambda^{\prime} G_{V}\left(\lambda, \lambda^{\prime}\right) \frac{d^{2} F_{3}(\lambda)}{d \lambda^{2}}$,
$F_{4}(\lambda)=\frac{\partial}{\partial m^{2}} \frac{K_{1}\left[m(\lambda)^{\frac{1}{2}}\right]}{(\lambda)^{\frac{1}{2}}}+G^{2} \int_{\lambda}^{\infty} d \lambda^{\prime} G_{V}\left(\lambda, \lambda^{\prime}\right) \frac{d^{2} F_{4}(\lambda)}{d \lambda^{2}}$,
and

$$
F_{s}(\lambda)=E(-\lambda)
$$

with

$$
\begin{aligned}
& E(\lambda)=-\frac{2}{(2 \pi)^{3}} \frac{J_{1}\left[m\left(\lambda^{2}\right)^{\frac{1}{3}}\right]}{m\left(\lambda^{2}\right)^{2}} \\
& \quad-G^{2} \int_{\lambda}^{\infty} d_{\lambda} H_{,}\left(\lambda, \lambda^{\prime}\right) \frac{d^{2} E\left(\lambda^{\prime}\right)}{d \lambda^{\prime 2}}
\end{aligned}
$$

The Green's functions $G_{V}$ and $H_{V}$ are taken to be

$$
\begin{align*}
& G_{V}\left(\lambda, \lambda^{\prime}\right)=\frac{\pi}{2} \frac{1}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}} \frac{\partial}{\partial m^{2}} \\
& \quad \times\left\{K_{1}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right] I_{1}\left[m(\lambda)^{\frac{1}{1}}\right]-\left(\lambda \leftrightarrow \lambda^{\prime}\right)\right\},  \tag{53}\\
& H_{V}\left(\lambda, \lambda^{\prime}\right)=\frac{\pi^{2}}{4} \frac{1}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}} \frac{\partial}{\partial m^{2}} \\
& \quad \times\left\{H_{1}^{(1)}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right] J_{1}\left[m(\lambda)^{\frac{1}{2}}\right]-\left(\lambda \leftrightarrow \lambda^{\prime}\right)\right\} .
\end{align*}
$$

The integral equations for the above functions are the Volterra type, and therefore they can be iterated to yield a convergent series in $G^{2}$ for any value of $G^{2}$. Further, any arbitrary solution satisfying the boundary condition (46b) can be written in the form

$$
\begin{equation*}
\widehat{F}=F_{5}(\lambda)+\gamma F_{4}(\lambda)+\delta F_{3}(\lambda) \tag{54}
\end{equation*}
$$

where $\gamma$ and $\delta$ are constants which can depend on $G^{2}$. To get the correct solution these constants must be adjusted to satisfy the boundary conditions at $\lambda=0$. These are implicitly defined by $F_{1}$ and $F_{2}$. We now match the solutions defined by (51) to the solution defined by (54) (for convenience) at $\lambda=1$.

$$
\begin{align*}
F(1) & =\hat{F}(1), & F^{\prime}(1) & =\hat{F}^{\prime}(1)  \tag{55}\\
F^{\prime \prime}(1) & =\hat{F}^{\prime \prime}(1), & F^{\prime \prime \prime}(1) & =\hat{F}^{\prime \prime \prime}(1)
\end{align*}
$$

This leads to four linear equations for the four unknown parameters $\alpha, \beta, \gamma$, and $\delta$. Since the $F_{i}$ 's are analytic functions of $G^{2}$ around $G^{2}=0$ at the point $\lambda=1$, then $\alpha, \beta, \gamma$, and $\delta$ can be written as ratios of analytic functions of $G^{2}$. These constants will therefore be meromorphic functions of $G^{2}$, and barring the unlikely case of a pole at $G^{2}=0$, they will also have a finite region of analyticity around $G^{2}=0$. This clearly implies that the perturbation expansion for the correct solution to (46a) converges for smallenough $G^{2}$. For a discussion of convergence for the power series of $F_{1}$ and $F_{2}$ with the zero-order input (50) and the Green's function $\bar{L}_{0}^{-2}(48)$ we refer to the Appendix.

We could have taken a complete expansion of $i \Delta_{\boldsymbol{M}}^{(+)}(\lambda)$ into powers of $\lambda$ and products of powers times $\log \lambda$. This complicates the details of the discussion, but does not effect the results.

We would like to point out that the principles of the previous section which lead us to scale dependent inversion of the Klein-Gordon operator can also be applied to the two-point function vacuum expectation values problem considered in I. In this way we would obtain a finite expression for the "unrenormalized" two-point function. For large distances, such an unrenormalized two-point function contains, in perturbation theory, besides terms proportional to $K_{1}\left[m(\lambda)^{\frac{3}{2}}\right] /(\lambda)^{\frac{1}{3}}$ also a term proportional to

$$
\left(\partial / \partial m^{2}\right) K_{1}\left[m(\lambda)^{\frac{1}{2}}\right](\lambda)^{-\frac{1}{2}}
$$

(where the constant in front is related to the "mass renormalization" $\delta m^{2}$ ). The presence of this term violates the $t^{-3 / 2}$ asymptotic fall-off property for the two-point function and therefore the mass renormalization is a necessity. The discussed inversion of the Klein-Gordon operator therefore has to be renormalized in every order of perturbation theory for those functions which warrant renormalization, i.e., the two-point and the three-point function.

It should be stressed that our perturbation-theoretical approach of the two-point matrix element does not carry over directly to the $S$-matrix. The elastic (forward) scattering amplitude for the particular matrix element $\langle P| \Phi(x) \Phi(y)|P\rangle$ can be obtained in an analogous fashion to (6), except that the limit has to be taken for large timelike separations. However, the obtained perturbation series for unrenormalized interactions and these limits are not generally interchangeable.

A second problem is the computation of the matrix element in the physical points from the computation of the Euclidean partial waves (32). The statement that $F$ can be analytically continued into the physical points does not necessarily imply that the spherical decomposition can be continued. It turns out that a continuous decomposition of $F$ with respect to basis functions which form a unitary representation of the homogeneous Lorentz group takes over the role of (32) in the physical points. The connection between the Euclidean $F_{t}$ and the "Lorentz" $F_{\lambda}$ ( $\lambda$ continuous) will be discussed elsewhere.

## 4. GENERALIZATION TO CI APPROXIMATIONS OF WIGHTMAN FUNCTIONS

The perturbation theory, which we discussed in detail for the ladder approximation of the two-point matrix element, can be carried over to certain approximations for higher point expectations values and matrix elements. Consider for example the $n$ point function

$$
\begin{equation*}
W_{n}\left(x_{1} \cdots x_{n}\right)=\langle 0| \Phi\left(x_{1}\right) \cdots \Phi\left(x_{n}\right)|0\rangle \tag{56}
\end{equation*}
$$



Fig. 1. The graphs of pure CI type for the four-point Wightman function.

Taking the same field equation for $\Phi$ as previously, we obtain for spacelike separated $x_{1} \cdots x_{n}$
$\left(\square_{x_{2}}+m^{2}\right)\left(\square_{x_{2}}+m^{2}\right) W_{n}$
$=g^{2}\langle 0| W_{\mu}\left(x_{1}\right) W_{\nu}\left(x_{2}\right) \partial^{\mu} \Phi\left(x_{1}\right) \partial^{\prime} \Phi\left(x_{2}\right) \Phi\left(x_{3}\right) \cdots \Phi\left(x_{n}\right)|0\rangle ;$
neglecting all intermediate states but the vacuum between the $W$ 's and the $\Phi$ 's leads to the approximate equation

$$
\begin{align*}
& \left(\square_{x_{1}}+m^{2}\right)\left(\square_{x_{2}}+m^{2}\right) W_{n} \\
& \quad=g^{2}\langle 0| W_{\mu}\left(x_{1}\right) W_{\nu}\left(x_{2}\right)|0\rangle \partial_{x_{1}}^{\mu} \partial_{x_{2}}^{p} W_{n} \tag{58}
\end{align*}
$$

A consideration analogous to the one in the second section shows that the same principles which eliminate the ambiguities (in the nonrenormalizable case up to a scale parameter) of the inversion in the case of the two-point matrix element also serve this purpose for (58). So for the case of a renormalizable interaction we obtain

$$
\begin{align*}
& W_{n}^{(m+1)}\left(x_{1} \cdots x_{n}\right) \\
& \quad=\sum_{i<i}^{n} \iint K\left(x_{i}-x_{i}^{\prime}\right) K\left(x_{i}-x_{i}^{\prime}\right) k\left(x_{i}^{\prime}-x_{i}^{\prime}\right) \\
& \quad \times W_{n}^{(m)}\left(x_{1} \cdots x_{i}^{\prime} \cdots x_{i}^{\prime} \cdots x_{n}\right) d x_{i}^{\prime} d x_{i}^{\prime} \tag{59}
\end{align*}
$$

where

$$
K=m\left[4 \pi^{2}\left(\xi^{2}\right)^{\frac{1}{1}}\right]^{-1} K_{1}\left[m\left(\xi^{2}\right)^{\frac{1}{2}}\right],
$$

and $k(\xi)$ is the two-point function of the field which is coupled to $\Phi$. The upper index denotes the pertur-bation-theoretical order in $g^{2}$. Here for convenience the inversion is written down in the Euclidean region of the Wightman functions.

For the nonrenormalizable case like (58) we first reduce the inversion problem to a one-dimensional one by decomposing the Euclidean Wightman function $W_{n}$ with respect to four-dimensional spherical
harmonics:

$$
\begin{align*}
& W_{n}(x,\left.\cdots x_{i}^{\prime} \cdots x_{i}^{\prime} \cdots x_{n}\right)=\sum \mathfrak{Y}_{i, m_{0}, m_{1}}\left(\theta_{0},\right. \\
&\left.\theta_{1}, \phi\right)  \tag{60}\\
& \times W_{n, i j}\left(\left(x_{i}^{\prime}-x_{i}^{\prime}\right)^{2}, x_{1} \cdots x_{n}\right)_{l, m_{0}, m_{1}} .
\end{align*}
$$

One easily checks that in the $W_{n, i i}(\cdots)_{l m o m,}$ the problem separates. We again multiply the $W_{u^{-}}$ boson propagator by $\left(\Lambda / \xi^{2}\right)^{\alpha}$ and invert the partialwave differential operator as in the previous section. For the problem of continuing back into the Minkowski points the same remarks as made at the end of the previous section apply.

The expectation values which can be obtained by the iterative inversion of Klein-Gordon operators are indicated in Fig. 1 for the special case of the fourpoint expectation values. We call them CI (current inversion) graphs. There are other graphs which besides this inversion also involve the evaluation of two or more collapsing coordinates in the expectation value of the currents [in a way which cannot be factorized like the right-hand side of (57) in the vacuum intermediate-state approximation]. This problem is related to the problem of a careful definition of the nonlinear terms in the field equations as a "local function" of the fields involved. This important aspect of a finite (and cutoff-independent) formulation of the renormalization procedure has not even been considered in renormalizable theories in a systematic fashion. Examples of CD (current definition) graphs are given in Fig. 2. It is conceivable that the scale ambiguity in the nonrenormalizable CI graphs compensate with the scale ambiguity arising from the CD graphs. One would be inclined to conjecture that such a compensation (which is analogous to Ward's identity in quantum electrodynamics) is most likely to occur in electrodynamics of higher-spin particles. However, a discussion of the problems related with the CD graphs is very complicated and completely outside the scope of this paper.

It is worthwhile to mention that our computational procedure for the CI graphs in nonrenormalizable theories can be expressed in a very compact form by using a parameter-dependent generalized free field ${ }^{20}$ for the $W$-boson field operator. The two-

Fig. 2. Example of a CD graph.


[^17]point function of this generalized free field is taken to be $\left(\Lambda / x^{2}\right)^{\alpha}$ times the free-field expression for the $W$-two-point function. The generalized free-field nature of $W$ can be taken care of by writing down a (formally nonlocal) modified expression for the free part of the $W$-Lagrangian. In any step of the computation we have to take of course the finite part for $\alpha \rightarrow 0$.

## CONCLUDING REMARKS AND ACKNOWLEDGMENTS

Although we have succeeded in finding perturba-tion-theoretical rules for nonrenormalizable couplings in certain approximations, the appearing of a scale ambiguity is a disconcerting feature. Only theories in which this scale parameter compensates by taking into consideration other terms (the CD graphs) can be considered as satisfactory.

It is amusing to point out that the ladder approximation of $\langle P| \Phi(x) \Phi(y)|P\rangle$ (Sec. 3) leads to an absorptive part of the forward scattering amplitude which is free of the scaling parameter $\Lambda$. This was pointed out first by M. B. Halpern. ${ }^{21}$ It is easy to check that our perturbation-theoretical series (40) indeed leads to a power series for $\langle P| j(q) j(-k)|P\rangle$ ( $q, k$ on mass shell) which is $\Lambda$-independent and converges for arbitrary size of the coupling constant. The computation of this absorptive part is very similar to the two-point function problem discussed in our previous paper I.

After completion of this paper we received a preprint of a paper by W. Güttinger et al. ${ }^{22}$ In this paper an analogous treatment of nonrenormalizable BetheSalpeter ladders is given. We want to emphasize, that our criticism on the analogy to singular potential theory does not apply to this paper, because the authors use a potential theoretical language only formally, but do not take it seriously as far as their computational procedure is concerned. ${ }^{23}$

One of the authors (K. B.) wants to thank Professor J. R. Oppenheimer for his hospitality at the Institute for Advanced Study.

## APPENDIX

Consider first a second-order differential equation with $m^{2}=0$,

[^18]\[

$$
\begin{equation*}
\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}\right) F=-\frac{g^{2}}{\lambda^{\alpha}} F \tag{A1}
\end{equation*}
$$

\]

In this case the operator $\bar{L}_{0}^{-1}$ reduces to

$$
\begin{equation*}
T g=\frac{\pi}{4} \int_{0}^{\lambda} \frac{\lambda^{\prime}}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}}\left\{\frac{\left(\lambda^{\prime}\right)^{\frac{1}{2}}}{(\lambda)^{\frac{1}{2}}}-\frac{(\lambda)^{\frac{1}{2}}}{\left(\lambda^{\prime}\right)^{\frac{1}{2}}}\right\} g\left(\lambda^{\prime}\right) d \lambda^{\prime} \tag{A2}
\end{equation*}
$$

For $\alpha>2$, the perturbation series corresponding to $F_{1}$ of Sec. 3 with the input $F_{1}^{(0)}=1$ [corresponding to formula (50)] is

$$
\begin{align*}
1 & +\sum_{n=1}^{\infty}(-1)^{n} g^{2 n} T^{m}\left(\frac{1}{\lambda^{\alpha}}\right)=1 \\
& +\sum_{n=1}^{\infty} \frac{g^{2 n}\left(\lambda^{-\alpha+1}\right)^{n}(\pi / 4)^{n}}{(\alpha-1)(\alpha-2) \cdots(n \alpha-n)(n \alpha-n-1)} \tag{A3}
\end{align*}
$$

This series obviously converges. For $\alpha=2$, the finite-part operation in $T^{m}\left(\lambda^{\alpha}\right)^{-1}$ becomes active, and we obtain the converging series
$1+g^{2} \lambda^{-1}(1-\log \lambda)+(1-\log \lambda)$
$\times \sum_{n=2}^{\infty} g^{2 n} \lambda^{-n}\left(\frac{1}{1^{2}}-\frac{1}{2^{2}}\right)\left(\frac{1}{2^{2}}-\frac{1}{3^{2}}\right) \cdots\left(\frac{1}{(n-1)^{2}}-\frac{1}{n^{2}}\right)$.
In this formula, as in the following ones, we have chosen the scale parameter $\Lambda=1$ for convenience.

The perturbation series for the fourth-order equation

$$
\begin{equation*}
\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}\right)^{2} F=\frac{g^{2}}{\lambda^{\alpha}} F, \tag{A4}
\end{equation*}
$$

with the zero-order input $F_{1}^{(0)}=1$ and $F_{2}^{(0)}=\lambda$, only involves even powers of $T$, and can be worked out in an analogous fashion. Therefore the functions $F_{1}$ and $F_{2}$ [Eq. (51)] which correspond to the nonrenormalizable model (A4) have a converging perturbation series.

For a discussion of the finite-mass case

$$
\begin{equation*}
\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}-m^{2}\right)^{2} F=\frac{g^{2}}{\lambda^{\alpha}} F \tag{A5}
\end{equation*}
$$

we decompose $F$ into a double power series

$$
\begin{equation*}
F(\lambda)=\sum F_{i, i}(\lambda)\left(g^{2}\right)^{i}\left(m^{2}\right)^{i} \tag{A6}
\end{equation*}
$$

This gives rise to the system of differential equations,

$$
\begin{align*}
\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}\right)^{2} F_{i, i} & -2\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}\right) F_{i, i-1} \\
& +F_{i, i-2}=\frac{1}{\lambda^{\alpha}} F_{i-1, i} . \tag{A7}
\end{align*}
$$

The inversion of

$$
\left(8 \frac{d}{d \lambda}+4 \lambda \frac{d^{2}}{d \lambda^{2}}\right)
$$

can be obtained by taking the second-order Green's function corresponding to (48),
$\bar{L}_{0}^{-1} g=\frac{\pi}{2} \int_{0}^{\lambda} \frac{\lambda^{\prime}}{\left(\lambda \lambda^{\prime}\right)^{\frac{1}{2}}}\left\{K_{1}\left[\mathrm{~m}(\lambda)^{\frac{1}{2}}\right] I_{1}\left[m\left(\lambda^{\prime}\right)^{\frac{1}{2}}\right]\right.$

$$
\left.-\left(\lambda \leftrightarrow \lambda^{\prime}\right)\right\} g\left(\lambda^{\prime}\right) d \lambda^{\prime}
$$

for $m^{2}=0$. This expression is identical to the operator $T$ in (A2). Hence we have to show that the system of equations
$F_{i, j}-2 T F_{i, i-1}+T^{2} F_{i, i-2}=T^{2} \frac{1}{\lambda^{\alpha}} F_{i-1, i}$,
with the zero-order input [Eq. (50)]

$$
\begin{equation*}
F_{0 i ; 1}=\left(\frac{1}{4}\right)^{j} \frac{\lambda^{i}}{j!(j+1)!} \tag{A9}
\end{equation*}
$$

and

$$
F_{0 ; 2}=j\left(\frac{1}{4}\right)^{j} \frac{\lambda^{i}}{j!(j+1)!},
$$

leads to a converging double power series (A8) $F_{1}$ and $F_{3}$.

First take $\operatorname{Im} \alpha \neq 0$, Re arbitrary. From the structure of the system (A8) and the input (A9) follows that $F_{i j}$ has the form

$$
\begin{equation*}
F_{i j}=\sum_{k} a_{i j}^{k} \lambda^{-i \alpha+k} \tag{A10}
\end{equation*}
$$

where the sum over $k$ involves finitely-many positive values. This is evident, since the action of $T$ on an expression of the form $\lambda^{-\beta+k}$ with $\operatorname{Im} \beta \neq 0$ gives

$$
\begin{equation*}
T \lambda^{-\beta+k}=-\frac{\pi}{4} \frac{\lambda^{-\beta+k+1}}{(\beta-k-2)(\beta-k-1)} \tag{A11}
\end{equation*}
$$

Introducing the norm

$$
\begin{equation*}
N\left(F_{i i}\right)=\sum_{k}\left|a_{i i}^{k}\right| \tag{A12}
\end{equation*}
$$

we see that

$$
T F_{i j}=\frac{\pi}{4} \sum a_{i ;}^{k} \frac{\lambda^{-i \alpha+l+1}}{(i \alpha-k-2)(i \alpha-k-1)}
$$

and hence

$$
\begin{align*}
N\left(T F_{i i}\right) & =\sum_{k} \frac{\frac{\pi}{4}\left|a_{i i}^{k}\right|}{|(i \alpha-k-2)| \mid(i \alpha-k-1)} \\
& \leq C \cdot \sum\left|a_{i j}^{k}\right| \tag{A13}
\end{align*}
$$

where

$$
C=\max _{k} \frac{\frac{1}{2} \pi}{\left[\left(\operatorname{Im}^{2} \alpha+()^{2}\right)\left(\operatorname{Im}^{2} \alpha+()^{2}\right]^{\frac{1}{2}}\right.} \leq \frac{\frac{1}{\frac{1}{2} \pi}}{\operatorname{Im}^{2} \alpha}
$$

Therefore the mapping $T$ is a bounded operator in the norm (A12). This leads to a convergence of the power series (A6) at the value $\lambda=1$ for small $g^{2}$ and $m^{2}$.

In the same fashion we can show that the first three derivatives of $F$ converge for small parameter $g^{2}$ and $m^{2}$ at $\lambda=1$. The differential equation (A5) itself then takes care of the rest of the proof. It can be seen by a more careful discussion that the restriction to small $m^{2}$ can be removed. The restriction to small values of $g^{2}$, however, is connected with the appearance of bound states and cannot be so easily overcome.
A similar consideration holds for the differential equation (46a), if we replace the $1 / \lambda$ on the righthand side by $1 / \lambda^{\alpha}$. In both cases the treatment of real $\alpha$ turns out to be much more complicated. The reason is that the finite-positive operation brings in logarithmic terms analogous to the zero-rest-mass case (A4). For $m \neq 0$ an explicit computation is, however, unfeasible. Estimates on the iteration of the system (A8) turn out to be very involved and we have not found a proof worthy of presentation.
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#### Abstract

A determinant and its cofactors are expanded in terms of the cyclic products of its elements. With the aid of this expansion, an implicit equation for the eigenvalue and an explicit equation for amplitudes of the corresponding eigenfunction are obtained, respectively, in terms of a ratio of two simple series expansions. Comparisons with Feenberg's perturbation formula and with Sasakawa's perturbation method are also discussed.


## I. INTRODUCTION

T${ }^{1} H E$ secular equation is known as the consequence of solving the eigenvalue problem of an operator in terms of a complete set of basic state functions. In a given space, the eigenvalue $E_{\omega}$ and eigenfunction $\Psi_{\omega}$ of an operator $\mathfrak{K}$ are related by

$$
\begin{equation*}
\left(\mathscr{X}-E_{\omega}\right) \Psi_{\omega}=0 \tag{1}
\end{equation*}
$$

In this space, if there exists a convenient complete set of orthonormal functions $u_{i}$, the eigenfunction $\Psi_{\omega}$ may be expressed by the following expansion:

$$
\begin{equation*}
\Psi_{\omega}=\sum_{i} a_{\omega i} u_{i} . \tag{2}
\end{equation*}
$$

To simplify our discussion, we shall use a finite set of $u_{i}$, say $j=1,2, \cdots, n$. There would be no loss of generality as long as we always keep in mind that $n$ can be any number, even $n \rightarrow \infty$. Combining Eqs. (1) and (2) and taking $i=\omega$ as the chosen state, we get

$$
\begin{equation*}
\sum_{i}^{n}\left(H_{k i}-E_{i} \delta_{k j}\right) a_{i j}=0, \quad k=1,2, \cdots, n \tag{3}
\end{equation*}
$$

where $H_{k_{i}} \equiv\left\langle u_{k}\right| \mathcal{H}\left|u_{i}\right\rangle$. This system of $n$ homogeneous linear equations will have a nonvanishing solution if and only if the determinant formed from the coefficient of unknowns $a_{i j}$ vanishes. This condition is known as the secular equation:

$$
\begin{equation*}
\left|H_{k i}-E_{i} \delta_{k i}\right|=0 . \tag{4}
\end{equation*}
$$

$E_{i}$ denotes one of the $n$ solutions of the secular equation such that, for a given $i$,

$$
\begin{equation*}
\lim _{H_{i t \rightarrow 0}} E_{i} \rightarrow H_{i s}, \quad \text { for all } \quad j \neq i \tag{5}
\end{equation*}
$$

That is to say, if each of the off-diagonal elements $H_{i j}$ is allowed to decrease indefinitely to zero, the solution $E_{i}$ will take $H_{i i}$ as a limit. Thus $E_{i}$ may be

[^19]called the solution associated with matrix element $H_{i i}$.

To obtain the amplitude $a_{i j}$ corresponding to $E_{i}$, we choose $n-1$ equations with $k \neq i$ out of Eq. (3). By dividing each equation by $a_{i i}$, we have a system of $n-1$ inhomogeneous linear equations in $n-1$ unknowns.

$$
\begin{align*}
& \sum\left(H_{k i}-E_{i} \delta_{k i}\right)\left(\frac{a_{i j}}{a_{i i}}\right)=-H_{k i} \\
& \quad k=1,2, \cdots, i-1, i+1, \cdots, n . \tag{6}
\end{align*}
$$

According to Cramer's rule ${ }^{1}$ the solution of these equations is given by

$$
\begin{equation*}
a_{i i} / a_{i i}=-M^{i(i)} / M^{i i}, \tag{7}
\end{equation*}
$$

where $M^{i i}$ is the complementary minor corresponding to element $(i, i)=H_{i i}-E_{;}$of the determinant in Eq. (3), and $M^{i(i)}$ is a determinant obtained from $M^{i d}$ by replacing the $j$-column $(k, j) \equiv H_{k i}$ with element ( $k, i$ ). However, the normalized value of a $a_{i j}$ may be obtained using the normalizing condition $\sum_{i}^{n}\left|a_{i j}\right|^{2}=1$. We may note that
$M^{i(i)}=(-1)^{1 i-j \mid-1} M^{i j}=-D^{i j}, \quad$ for all $j \neq i$, and

$$
\begin{equation*}
D^{i j}=(-1)^{i+i} M^{i j}, \quad \text { for all } i \text { and } j, \tag{8}
\end{equation*}
$$

where $M^{i j}$ and $D^{i j}$ are, respectively, the complementary minor and cofactor corresponding to element ( $\mathrm{i}, \mathrm{j}$ ).

The formal solutions of $\mathbf{E}_{i}$ and $a_{i j}$ in the form of an infinite series expansion can be derived from Eq. (3) by the method of successive order of approximation. It is generally known as the Brillouin ${ }^{2}$-Wigner ${ }^{3}$

[^20]perturbation expansion. Feenberg ${ }^{4}$ has transformed these solutions into a form in which no repetitive matrix elements appear in a term of given order. The Feenberg perturbation formula has also been derived by Feshbach ${ }^{5}$ using the method of successive elimination of $a_{i i}$ from Eq. (3). Recently, using the dispersion relation representation of a secular equation, Sasakawa ${ }^{6}$ has proposed a new method for solving eigenvalue problems. We shall see that his Green's function expansion is closely related to the cyclic product expansion given in this note.

In this paper, we shall adopt a different method of approach. Instead of using Eq. (3), the solution of $E_{i}$ and $a_{i j}$ will be derived independently from Eqs. (4) and (7), respectively. In Sec. II, a method to expand a determinant and its minors is developed. With the aid of these expansions, solutions of $E_{i}$ and $a_{i i} / a_{i i}$ are given in Secs. III and IV, respectively. An application to the perturbation problem will be discussed in Sec. V. Finally, in Sec. VI, a brief discussion is given on the equivalence between Feenberg's formula and the result obtained by the present method. A comparison with Sasakawa's method is also briefly discussed.

## I. SERIES EXPANSION OF A DETERMINANT

For convenience, an $n$th order determinant is simply defined by a sum of $n$ ! terms, each of which is a product of $n$ elements arranged as follows:

$$
\begin{equation*}
D_{n}=\sum(-1)^{\alpha}\left(1, b_{1}\right)\left(2, b_{2}\right) \cdots\left(n, b_{n}\right) \tag{9}
\end{equation*}
$$

The $n$ elements in each term are arranged in an order according to the natural order of the first indices (the row indices), whereas the arrangement of the second indices (the column indices) is one of the $n$ ! permutations of integers $1,2, \cdots, n$. In order to allow the algebraic sign of each term to be independent of particular rearrangement of the elements within the same term, the integer $\alpha$ is defined as the number of interchanges required for the sequence of the second indices to restore the same arrangement of the first indices which, in Eq. (9), is the natural order of $n$ integers.

It is known that there is an intimate connection between permutations and the determinant. As in the case of permutations, ${ }^{7}$ the product of $n$ elements in each term of Eq. (9) may be broken up into cyclic products, each of which can be defined as follows. If we have $\beta$ elements and if their indices can be

[^21]arranged in a cyclic order, a cyclic product of these $\beta$ elements is written as
\[

$$
\begin{equation*}
C_{\beta}=(-1)^{\beta-1}(i j k l \cdots s t), \tag{10}
\end{equation*}
$$

\]

where $(i j k l \cdots s t) \equiv(i, j)(j, k)(k, l) \cdots(s, t)(t, i)$. Now $\alpha=\beta-1$, the number of elements minus one. After a proper rearrangement of the relative order of elements, each term in $D_{n}$ can be expressed as a product of $C_{\beta}$. Therefore,

$$
\begin{equation*}
D_{n}=\sum_{\beta_{i}} C_{\beta_{2}} C_{\beta_{5}} \cdots C_{\beta_{r}} \tag{11}
\end{equation*}
$$

with $\sum_{i}^{r} \beta_{i}=n$. We should note that no two $C_{\beta}$ in the same term have a label in common. The explicit form of this expansion depends on the type of $C_{\beta}$ chosen as principal expansion parameters. Perhaps the simplest and most interesting form is the expansion of $D_{n}$ according to the product of the diagonal elements $C_{1}^{m}$, the product of $m$ diagonal elements. It follows that
$D_{n}=C_{1}^{n}+\sum_{p} C_{1}^{n-2} C_{2}+\sum_{p} C_{1}^{n-3} C_{3}$
$+\sum_{p} C_{1}^{n-4}\left(C_{4}+C_{2}^{2}\right)+\sum_{p} C_{1}^{n-5}\left(C_{5}+C_{2} C_{3}\right)$
$+\sum_{p} C_{1}^{n-6}\left(C_{6}+C_{4} C_{2}+C_{3}^{2}+C_{2}^{3}\right)+\cdots$
$+\sum_{p} C_{1}^{n-2 r}\left(C_{2 r}+C_{2 r-2} C_{2}+\cdots+C_{2}^{r}\right)$
$+\sum_{p} C_{1}^{n-2 r-1}\left(C_{2 r+1}+C_{2 r-1} C_{2}+\cdots+C_{3} C_{2}^{r}\right)+\cdots$
$+\sum_{p}\left(C_{n}+C_{n-2} C_{2}+\cdots+C_{3}^{[(1-(-1) n]} C_{2}^{[2 n-1+(-1) n]}\right)$,
where $\sum_{p}$ denotes the summation over all possible nonequivalent cyclic permutations. ${ }^{8}$ For given type

$$
\sum_{p} C_{\beta_{1}}^{m_{1}} C_{\beta_{2}}^{m_{2}} \cdots C_{\beta_{r}}^{m r}
$$

the total number of terms is given by ${ }^{9}$

$$
\begin{equation*}
\frac{n!}{\prod_{i}^{r}\left[\left(\beta_{i}!\right)^{m_{i}} m_{i}!\right]} \cdot \prod_{i}^{r}\left(\beta_{i}-1\right)!^{m_{i}}=\frac{n!}{\prod_{i}^{r}\left(\beta_{i}^{m_{i}} m_{i}!\right)} \tag{13}
\end{equation*}
$$

The first factor on the left-hand side represents the number of different possible selections of $n$ distinct objects divided into $r$ different classes. For any class $i$, it consists of $m_{i}$ groups, each of which has an identical number of objects $\beta_{i}$. The second factor represents the total number of different arrangements of objects due to the permutation of objects in each cyclic group.

[^22]Expanding Eq. (12) to the 4th order explicitly, we get

$$
\begin{align*}
& D_{n}=\prod_{i}^{n}(i)-\sum_{*}^{n}\left[(i j) \prod_{k \neq i i}^{n-2}(k)\right]+\left[(i j k) \prod_{i \neq k i i}^{n-3}(l)\right] \\
& -\sum_{p}^{n}\left\{[(i j k l)-(i j)(k l)] \prod_{m \neq i k i i}^{n-4}(m)\right\}+\cdots \tag{14}
\end{align*}
$$

By dividing the whole equation by $d_{n}=\Pi_{i}^{n}$ (i) assuming that $d_{n} \neq 0$, the following form is obtained:

$$
\begin{align*}
\bar{D}_{n}=\frac{D_{n}}{d_{n}}=\sum^{n} & {\left[1-\frac{(i j)}{(i)(j)}+\frac{(i j k)}{(i)(j)(k)}\right.} \\
& \left.-\frac{(i j k l)-(i j)(k l)}{(i)(j)(k)(l)}+\cdots\right] . \tag{15}
\end{align*}
$$

We shall call $\bar{D}_{n}$ the specific determinant, which will be used in the rest of this note because of its convenient form.

A similar method can be used to expand $M^{i(i)}$ and its associated minors and cofactors. However, we may find it easier to generate the expansion of $M^{i(i)}$ from the expansion of $M^{i i}$, the principal minor. The expansion of $M^{i i}$ is simple because its labeling structure is the same as $D_{n}$ except that the $i$ th row and $i$ th column are missing. Let $d_{i i}=$ $\prod_{F i}^{n-1}(j) \neq 0$, it follows from Eq. (15) that
$\bar{M}_{i i}^{i i}=\frac{M^{i i}}{d_{i i}}=\sum_{w_{i}^{p}}^{n-1}\left[1-\frac{(j k)}{(j)(k)}+\frac{(j k l)}{(j)(k)(l)}-\cdots\right]$.
As stated in the last section, $M^{i i(j)}$ and $M^{i i}$ differ merely by one column. Therefore, the products of diagonal elements of both differ only by a factor $d_{i(i)} / d_{i i}=(j, i) /(j)$. The expansion of

$$
\bar{M}_{i i}^{i i(j)}\left(=M^{i i(i)} / d_{i i}\right)
$$

can be generated from $\bar{M}_{i i}^{i i}$ by dividing Eq. (16) into two parts. Those terms which do not have element ( $j$ ) are multiplied by a factor $(j, i) /(j)$; and for the others, only those elements ( $x, j$ ) are replaced by $(x, i)$. Writing explicitly, we have

$$
\begin{align*}
& \bar{M}_{i i}^{i i(i)}=\sum_{\neq i j}^{n-2}\left\{\frac{(j, i)}{(j)}\left[1-\frac{(k, l)(l, k)}{(k)(l)}+\cdots\right]\right. \\
& \left.+\left[-\frac{(j, k)(k, i)}{(j)(k)}+\frac{(j, k)(k, l)(l, i)}{(j)(k)(l)}-\cdots\right]\right\}, \tag{17}
\end{align*}
$$

or

$$
\begin{align*}
& =\sum_{x i i}^{n-2}\left\{\frac{(j, i)}{(j)}-\frac{(j, k)(k, i)}{(j)(k)}\right. \\
& \left.+\frac{(j, k)(k, l)(l, i)-(j, i)(k, l)(l, k)}{(j)(k)(l)}-\cdots\right\} \tag{18}
\end{align*}
$$

With the aid of Eq. (8), the expansion of the specific minor $\bar{M}_{i i}^{i j}$ and the specific cofactor $\bar{D}_{i i}^{i j}$ can be obtained immediately.

Finally, to prepare for the discussion of the next section, we show here the result of the expansion of $\bar{D}_{n}$ in terms of a particular index $i$. To do this, Eq. (15) is divided into two parts, with the element (i) appearing in only one of them. Thus we write

$$
\begin{align*}
& \bar{D}_{n}=\sum_{\neq i}^{n-1}\left[1-\frac{(j k)}{(j)(k)}+\frac{(j k l)}{(j)(k)(l)}-\cdots\right] \\
& +\sum_{\neq i}^{n-1}\left[-\frac{(i j)}{(i)(j)}+\frac{(i j k)}{(i)(j)(k)}-\frac{(i j k l)-(i j)(k l)}{(i)(j)(k)(l)}+\cdots\right] . \tag{19}
\end{align*}
$$

It is interesting to identify the meaning of these two sums and also to show that they agree with a wellknown theorem. The first summation is identical with $\bar{M}_{i i}^{i i}$ in Eq. (16) and the second one can be shown, with Eq. (18), to be

$$
-\sum_{\neq i}^{n-1} \frac{(i, j)}{(i)} \bar{M}_{i i}^{i ; i}{ }^{i(i)}
$$

Therefore,

$$
\bar{D}_{n}=\bar{M}_{i i}^{i i}-\sum_{\neq i}^{n-1} \frac{(i, j)}{(i)} \bar{M}_{i i}^{i(i)}
$$

or

$$
D_{n}=\sum_{i}^{n}(i, j) D^{i j}
$$

This is the theorem, usually called Laplace development, for the expansion of a determinant in terms of its cofactors.

## III. IMPLICIT SOLUTION FOR EIGENVALUE

For any eigenvalue $E_{i}$ associated with matrix element $H_{i i}$, Eq. (4) is expanded in a form given by Eq. (19). After a simple algebraic rearrangement, the implicit solution of $E_{i}$ is given by

$$
\begin{equation*}
E_{i}=H_{i i}-R_{i}\left(E_{i}\right), \tag{20}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{i}\left(E_{i}\right)=(i) \\
& =\sum_{\neq i}^{n-1}\left[\frac{(i j)}{(j)}-\frac{(i j k)}{(j)(k)}+\frac{(i j k l)-(i j)(k l)}{(j)(k)(l)}-\cdots\right] \\
& \times\left\{\sum_{\neq i}^{n-1}\left[1-\frac{(j k)}{(j)(k)}+\frac{(j k l)}{(j)(k)(l)}-\cdots\right]\right\}^{-1} . \tag{21}
\end{align*}
$$

$R_{i}$ is a function of $E_{i}$, since $(k) \equiv H_{k k}-E_{i}$ for all $k$. In principle, $E_{i}$ can be solved by the iteration method ${ }^{10}$ using Eq. (21). For example, when $H_{i i} \neq$

[^23]$H_{i i}{ }^{11}$ for all $j \neq i$, we may start with $R_{i}=0$ as zero-iteration, i.e., ${ }_{(0)} E_{i}=H_{i i}$. For the first iteration, (1) $E_{i}$ is obtained by substituting (o) $E_{i}$ in $R_{i}$ of Eq. (20). Continuing with this process, one may calculate an eigenvalue with any desired degree of accuracy. This method is equivalent to the iteration method which has been used directly for a determinant without series expansion. ${ }^{12}$ In fact, the advantage of Eq. (21) is that it can be used for a different order of approximation calculation. Higherorder terms of both the numerator and the denominator may be neglected when a complete expansion is not required. If the first-order approximation is defined by neglecting $R_{i}$, namely, $E_{i}^{(1)}=H_{i i}$, then Eq. (21), as written, represents the 4th-order approximation. For a $p$ th iteration and $q$ th-order approximation, Eq. (15) is written as
\[

$$
\begin{equation*}
{ }_{(p)} E_{i}^{(\alpha)}=H_{i i}-{ }_{(p)} R_{i}^{(\alpha)}\left[{ }_{(p-1)} E_{i}^{(\alpha)}\right] . \tag{22}
\end{equation*}
$$

\]

As we shall see in Sec. VI, Eq. (20) is equivalent to Feenberg's eigenvalue expansion. Hence, the condition of convergence for Feenberg's expansion which has been discussed in some detail in Ref. 10 can be applied to Eq. (20).

An alternative form of Eq. (21) may be very useful, especially if $R_{i}$ is small, as in the perturbation problem. By eliminating $E_{i}$ in Eq. (21) by means of Eq. (20), a solution of $R_{i}$ in terms of itself is obtained:

$$
\begin{align*}
& R_{i}\left(R_{i}\right)=\sum_{m i p}^{n-1}\left[\frac{(i j)}{\{j, i\}}-\frac{(i j k)}{\{j, i\}\{k, i\}}+\cdots\right] \\
& \quad \times\left\{\sum_{\neq i}^{n-1}\left[1-\frac{(j k)}{\{j, i\}\{k, i\}}+\cdots\right]\right\}^{-1} \tag{23}
\end{align*}
$$

where $\{j, i\} \equiv H_{i j}-H_{i i}+R_{i}=(j) \equiv H_{i j}-E_{i}$. Now $R_{i}$ can be calculated by iteration of itself.

At this moment, we may remind ourselves that, besides using the specific determinant expansion, $R_{i}$ can be expressed also in terms of the original determinant expansion in the form of Eq. (14). Multiplying both the numerator and denominator of Eq. (21) by $d_{i i}$, we have

[^24]\[

$$
\begin{align*}
& R_{i}=\sum_{\sim i}^{n-1}\left[(i j) \prod_{\cdots i i}^{n-2}(k)-(i j k) \prod_{\cdots i j k}^{n-3}(l)+\cdots+\Lambda_{(0)}^{n}\right] \\
& \times\left\{\sum_{m_{i} i}^{n-1}\left[\prod_{; i}^{n-2}(j)-(j k) \prod_{; i j k}^{n-3}(l)+\cdots+\Lambda_{(\neq i)}^{n-1}\right]\right\}^{-1} \tag{24}
\end{align*}
$$
\]

where $\Lambda_{(0)}^{n} \equiv$ the last sum of Eq. (12) and $\Lambda_{(+\infty)}^{n-1} \equiv M^{i i}$ with all $(j)=0$. If $n$ is finite and $(j)=0$ for all $j \neq i$ (a hypothetical case),

$$
\begin{equation*}
R_{i}=\Lambda_{(0)}^{n} / \Lambda_{(\underset{\sim}{2})}^{n-1} \tag{25}
\end{equation*}
$$

## IV. EXPLICIT SOLUTION FOR AMPLITUDES

Substituting Eqs. (16) and (18) into Eq. (7) gives

$$
\begin{align*}
\frac{a_{i i}}{a_{i i}}= & -\sum_{r i i}^{n-2}\left[\frac{(j, i)}{(j)}-\frac{(j, k)(k, i)}{(j)(k)}\right. \\
& \left.+\frac{(j, k)(k, l)(l, i)-(j, i)(k, l)(l, k)}{(j)(k)(l)}-\cdots\right] \\
& \times\left\{\sum_{\mp i}^{n-1}\left[1-\frac{(j k)}{(j)(k)}+\frac{(j k l)}{(j)(k)(l)}-\cdots\right]\right\}^{-1} \tag{26}
\end{align*}
$$

This ratio is expressed in terms of $E_{i}$. Similarly to Eq. (23), it also can be expressed in terms of $R_{i}$ by substituting $(j)=\{j, i\}$,

$$
\begin{align*}
\frac{a_{i i}}{a_{i i}}= & -\sum_{F i j}^{n-2}\left[\frac{(j, i)}{\{j, i\}}-\frac{(j, k)(k, i)}{\{j, i\}\{k, i\}}+\cdots\right] \\
& \times\left\{\sum_{\neq i}^{n-1}\left[1-\frac{(j k)}{\{j, i\}\{k, i\}}+\cdots\right]\right\}^{-1} . \tag{27}
\end{align*}
$$

Therefore, the value of $a_{i i} / a_{i i}$ can be calculated when either $E_{i}$ or $R_{i}$ is given. In both Eqs. (26) and (27) we note that the denominator is the same for every $j$ value. In practice it may be set equal to a constant or simply unity to simplify the calculation, because, eventually, every value of $a_{i i}$ will be subjected to normalization.

If both the numerator and denominator of Eq. (26) are multiplied by $d_{i i}$, then $a_{i i} / a_{i i}$ is expressed in a form similar to that given in Eq. (24).

## V. PERTURBATION PROBLEM

In a perturbation problem, the operator usually consists of two parts, namely,

$$
\begin{equation*}
\mathfrak{H}=\mathfrak{K}_{0}+\mathfrak{K}^{\prime} \tag{28}
\end{equation*}
$$

where $\mathscr{F}_{0}$ and $\mathscr{K}^{\prime}$ are called the unperturbed and the perturbed operators, respectively. For convenience, we assume that $\mathfrak{H}_{0} u_{i}=E_{0} u_{i}$. Now we have $\left\langle u_{k}\right| \mathfrak{H}\left|u_{i}\right\rangle=\mathscr{H}_{k_{i}}^{\prime}+\left(E_{0 k}-E_{i}\right) \delta_{k j}$, where $H_{k i}^{\prime}=$ $\left\langle u_{k}\right| \mathfrak{H C}^{\prime}\left|u_{i}\right\rangle$, the matrix elements of the perturbed
operator. Using either $(j) \equiv E_{0 i}+H_{i j}^{\prime}-E_{i}$, or $\{j, i\} \equiv E_{0 i}-E_{0 i}+H_{i i}^{\prime}-H_{i i}^{\prime}+R_{i}, E_{i}$ and $a_{i j}$ are solved with the aid of either Eqs. (21) and (26) or Eqs. (23) and (27), respectively. In order to make an interesting comparison with the Rayleigh-Schrödinger perturbation theory, we write down the results from Eqs. (23) and (27) up to third order only:

$$
\begin{align*}
E_{i}^{(s)}=E_{0 i}+H_{i i} & -\left\{\sum_{\substack{k \neq i \\
k \neq i}} \frac{H_{i j}^{\prime} H_{i i}^{\prime}}{E_{0 i}-E_{0 i}+H_{i j}^{\prime}-H_{i i}^{\prime}+R_{i}}\right. \\
& \left.-\sum_{\substack{k \neq i \\
k \neq i}} \frac{H_{0 i}^{\prime}-H_{i k}^{\prime} H_{k i}^{\prime}}{\left(E_{0 i}+H_{i i}-H_{i i}^{\prime}+R_{i}\right)\left(E_{0 k}-E_{0 i}+H_{k k}^{\prime}-H_{i i}^{\prime}+R_{i}\right)}\right\} \\
& \times\left\{1-\sum_{\substack{j \neq i \neq i \\
k \neq i}} \frac{\left.H_{0 i}^{\prime}-E_{0 i}^{\prime}+H_{i i}^{\prime}-H_{i i}^{\prime}+R_{i}\right)\left(E_{0 k}^{\prime}-E_{0 i}+H_{k k}^{\prime}-H_{i i}^{\prime}+R_{i}\right)}{\left(E_{0 i}\right.}\right\}^{-1}, \tag{29}
\end{align*}
$$

and

$$
\begin{align*}
& a_{i j}^{(8)}=\left[\frac{a_{i i}}{\bar{M}_{i i}^{\prime i}}\right]\left[-\frac{H_{i i}^{\prime}}{\left(E_{0 i}-E_{0 i}+H_{i i}^{\prime}-H_{i i}^{\prime}+R_{i}\right)}\right. \\
&\left.\quad+\sum_{\substack{i k \neq i \\
k \neq i}} \frac{H_{0 i}^{\prime}-H_{k i}^{\prime}}{\left(E_{0 i}-H_{i i}^{\prime}-H_{i i}^{\prime}+R_{i}\right)\left(E_{0 k}-E_{0 i}+H_{k k}^{\prime}-H_{i i}+R_{i}\right)}\right] . \tag{30}
\end{align*}
$$

No attempt will be made in this paper to discuss the difference between these results and those obtained by Rayleigh-Schrödinger's perturbation.

## VI. DISCUSSION

It has been pointed out by Feenberg in Ref. 4 that his eigenvalue formula is simply a convenient way of writing the secular equation. This can be seen more instructively by following Feshbach's derivation. Therefore, there is no doubt that the Feenberg expansion and the result given by Eq. (20) are equivalent, although their forms look quite different. We shall demonstrate that Feenberg's expansion can be obtained directly from Eq. (21). We note that the product of matrix elements in each term in Feenberg's expansion is expressed only in terms of single cyclic products ( $i j k \cdots$ ), whereas, in Eq. (20), compound cyclic products, such as $(i j k)(l m \cdots)$ are also used. For a fraction like $R_{i}$, each compound product can be transformed into terms of single cyclic products by a method of successive dividion, dividing both the numerator and the denominator by a proper factor. This method is best illustrated by the following simple example:

$$
\begin{aligned}
& \frac{a\left(1-a^{\prime}\right)+b\left(1-b^{\prime}\right)+c}{1-d^{\prime}} \\
& \quad=a+\frac{b\left(1-b^{\prime}\right)+c}{1-a^{\prime}}\left(\frac{1-d^{\prime}}{1-a^{\prime}}\right)^{-1} \\
& \quad=a+\frac{b+c /\left(1-b^{\prime}\right)}{1-\left(a^{\prime}-b^{\prime}\right) /\left(1-b^{\prime}\right)}
\end{aligned}
$$

$$
\begin{equation*}
\times\left[1-\frac{\left(d^{\prime}-a^{\prime}\right) /\left(1-b^{\prime}\right)}{1-\left(a^{\prime}-b^{\prime}\right) /\left(1-b^{\prime}\right)}\right]^{-1} \tag{31}
\end{equation*}
$$

Expanding $R_{i}$ of Eq. (21) to the 5 th order, we have

$$
\begin{align*}
& R_{i}=\sum_{; i}^{n-1}\left[\frac{(i j)}{(j)}-\cdots\right. \\
& \left.-\frac{(i j k l m)-(i j k)(l m)-(i j)(k l m)}{(j)(k)(l)(m)}+\cdots\right] \\
& \times\left\{\sum_{, i}^{n-1}\left[1-\cdots-\frac{(j k l m)-(j k)(l m)}{(j)(k)(l)(m)}+\cdots\right]\right\}^{-1} \tag{32}
\end{align*}
$$

The numerator of $R_{i}$ can be transformed into

$$
\begin{align*}
N_{i} & =\left(\sum_{i i} * \frac{(i j)}{(j)}\right) \\
& \times\left(1-\sum_{i j k l} * \frac{(k l)}{(k)(1)}+\sum_{i ; k l m} * \frac{(k l m)}{(k)(l)(m)}-\cdots\right) \\
& -\left(\sum_{i ; k} * \frac{(i j k)}{(j)(k)}\right)\left(1-\sum_{i i k l m} * \frac{(1 m)}{(1)(m)}+\cdots\right) \\
& +\sum_{i ; k l} * \frac{(i j k l)}{(j)(k)(1)}-\sum_{i j k l m} * \frac{(i j k l m)}{(j)(k)(l)(m)}+\cdots, \tag{33}
\end{align*}
$$

where $\sum_{i i}^{*}=\sum(j \neq i)$, and
$\sum_{i, k l m}^{*}=\sum(j \neq i, k \neq j i, l \neq k j i, m \neq l k j i)$, etc.
Using the method of successive division and some formal expansions, such as

$$
\begin{equation*}
\sum_{p}(j k)=\sum_{i k}^{*}(j k)+\sum_{i k l}^{*}(k l)+\cdots \tag{34}
\end{equation*}
$$

Eq. (30) can be transformed into a repeated fractional expansion similar to that given in Eq. (31). With a further transposition of the diagonal elements, the final form is given by

This can also be obtained from Eq. (3) by Feshbach' method. Let $K_{i j k} \ldots \equiv[]_{i j k} \ldots$, the following simple form is obtained:

$$
R_{i}=-\sum_{i j}^{*} \frac{(i j)+\sum_{i j k}^{*} \frac{(i j k)+\sum_{i j k l} * \frac{(i j k l)+\cdots}{K_{i j k l}}}{K_{i j k}}, ., K_{i i}}{K_{i j}}
$$

or

$$
\begin{equation*}
R_{i}=-\left[\sum_{i i} * \frac{(i j)}{K_{i j}}+\sum_{i j k}^{*} \frac{(i j k)}{K_{i j} K_{i j k}}+\sum_{i j k l} * \frac{(i j k l)}{K_{i j} K_{i j k} K_{i j k l}}+\cdots\right] . \tag{36}
\end{equation*}
$$

Similarily, $K_{i i}$, the denominator of Eq. (35), can be expanded in terms of other $K_{i j} \ldots$..'s:
$K_{i j}=-\left[(j)+\sum_{i j k} * \frac{(j k)}{K_{i j k}}+\sum_{i j k l}^{*} \frac{(j k l)}{K_{i j k} K_{i j k l}}+\cdots\right]$.

By substituting Eq. (36) into Eq. (20), the Feenberg's expansion is obtained:

$$
\begin{align*}
E_{i}= & H_{i i}+\sum_{i j} \frac{H_{i j} H_{i i}}{E_{i}-\epsilon_{i j}} \\
& +\sum_{i j k}^{*} \frac{H_{i j} H_{i k} H_{k i}}{\left(E_{i}-\epsilon_{i j}\right)\left(E_{i}-\epsilon_{i j k}\right)}+\cdots, \tag{38}
\end{align*}
$$

with $K_{i j k} \ldots=\left(E_{i}-\epsilon_{i j k} \ldots\right)$. The expansion of $\epsilon_{i j}$ given by Feenberg can also be shown to be the result of Eq. (37):

$$
\begin{align*}
\epsilon_{i j}= & H_{i j}+\sum_{i j k} * \frac{H_{i k} H_{k i}}{E_{i}-\epsilon_{i j k}} \\
& +\sum_{i j k l} * \frac{H_{i k} H_{k l} H_{l i}}{\left(E_{i}-\epsilon_{i j k}\right)\left(E_{i}-\epsilon_{i j k l}\right)}+\cdots . \tag{39}
\end{align*}
$$

By a similar argument, it can also be demonstrated that the equation for the amplitudes given by Feenberg and Eq. (26) are equivalent.

We would like to point out that Sasakawa's Green's function expansion has generated the same expansions given by Eqs. (15)-(17). However, owing to the nature of the iteration method, his elegant work did not make extensive use of the permutation symmetry of the expansion. It is obvious that the Sasakawa dispersion relation may be obtained from either Eq. (14) or Eq. (15). To demonstrate this, we use the following identity of $r$ matrix elements $H_{i j}$,

$$
\begin{equation*}
1 \equiv \sum_{i}^{r}\left[\prod_{i \neq i}^{r-1} \frac{(j)}{H_{i i}-H_{i i}}\right] \tag{40}
\end{equation*}
$$

for the $r$-order term, if $H_{i j} \neq H_{k k}$ for all $j \neq k$. [We note that Eq. (40) is a $(r-1)$-degree polynomial equation in $E_{i}$ with at least $r$ distinct solutions $\left.H_{i i}, H_{i i}, \cdots.\right]^{13}$ If we take the 3rd-order term as an

[^25]example, we use
\[

$$
\begin{align*}
& \mathbf{I} \equiv \frac{(j)(k)}{\left(H_{i j}-H_{i i}\right)\left(H_{k k}-H_{i i}\right)} \\
&+\frac{(k)(i)}{\left(H_{k k}-H_{i i}\right)\left(H_{i i}-H_{j i}\right)} \\
&+\frac{(i)(j)}{\left(H_{i i}-H_{k k}\right)\left(H_{i j}-H_{k k}\right)} \tag{41}
\end{align*}
$$
\]

Substituting Eq. (41) in the 3rd-order term of Eq. (15) with Sasakawa's notation $\omega_{i}=H_{i i}$ and $g_{i j k}=$ $\sum_{p}^{3}(i j k)$, we have

$$
\begin{gather*}
\sum_{p}^{n} \frac{(i j k)}{(i)(j)(k)}=\sum_{p}^{n} \frac{(i j k)}{(i)(j)(k)} \sum_{i \neq j k}^{3} \frac{(j)(k)}{\left(\omega_{j}-\omega_{i}\right)\left(\omega_{k}-\omega_{i}\right)} \\
=\sum_{i}^{n} \frac{1}{(i)} \sum_{i \neq i} \sum_{\substack{k>i \\
\neq i}} \frac{g_{i j k}}{\left(\omega_{j}-\omega_{i}\right)\left(\omega_{k}-\omega_{i}\right)} \tag{42}
\end{gather*}
$$

In spite of its simplicity, the result of the present paper represents a more general form for the solutions of a secular equation and its associated eigenfunctions. Its application to practical problems should have a wider validity. The advantage of $R_{i}$ and $a_{i j} / a_{i i}$ expressed in the form of a ratio makes it possible for them to work even in some limiting cases.

## VII. EXAMPLE

In this section, two simple examples selected from Sasakawa's first paper (S-I) will be used to demonstrate the practical application of the eigenvalue formulas given in this note. However, we must realize that the degree of usefulness of different methods should not be justified only by few examples. For a particular problem, one method may have certain advantages over the others, especially when approximation is used.

Example 1: The Ground-State Energy of Mathieu Equation. The matrix elements of the Mathieu equation are all zero except

$$
\begin{align*}
H_{i i} & =n^{2}+\frac{1}{2} s, \\
H_{02} & =H_{20}=(8)^{-\frac{1}{2}} s,  \tag{43}\\
H_{i i+2} & =H_{i+2 i}=\frac{1}{4} s, \quad \text { for all } \quad i \neq 0 .
\end{align*}
$$

It follows that any cyclic product with more than two indices (elements) vanishes. Now Eq. (21) or (23) takes the simple form

$$
\begin{align*}
& R_{i}=\sum_{\neq i}^{\infty}\left[\frac{(i j)}{(j)}-\frac{(i j)(k l)}{(j)(k)(l)}+\frac{(i j)(k l)(m r)}{(j)(k)(l)(m)(r)}-\cdots\right] \\
& \times\left\{\sum_{\neq i}^{\infty}\left[1-\frac{(j k)}{(j)(k)}+\frac{(j k)(l m)}{(j)(k)(l)(m)}-\cdots\right]\right\}^{-1} \cdot(44) \tag{44}
\end{align*}
$$

For ground state $i=0$, Eq. (44) can be written as

$$
\begin{aligned}
R_{0}=\frac{(02)}{(2)} \sum_{\neq 0,2}^{\infty} & {\left[1-\frac{(k l)}{(k)(l)}+\frac{(k l)(m r)}{(k)(l)(m)(r)}-\cdots\right] } \\
& \times\left\{\sum_{\neq 0,2}^{\infty}\left[1-\frac{(k l)}{(k)(l)}+\cdots\right]\right. \\
& \left.-\frac{(24)}{(2)(4)} \sum_{\neq 0,2,4}^{\infty}\left[1-\frac{(l m)}{(l)(m)}+\cdots\right]\right\}^{-1}
\end{aligned}
$$

Dividing both the numerator and the denominator by the sum in the denominator and continuing this process of reduction, Eq. (44) can be transformed into a infinite continued fraction as

$$
\begin{equation*}
R_{0}=\frac{(02) /(2)}{1-\frac{(24) /[(2)(4)]}{1-\frac{(46) /[(4)(6)]}{}}} \underset{1-}{ } \tag{45}
\end{equation*}
$$

It is interesting to see that the elements with odd number disappear if a finite number of fractions are used. However, we must note that it is not necessarily true when Eq. (44) is used directly. For $s=4$, Eq. (45) becomes

$$
\begin{equation*}
R_{0}=\frac{2 /\left(2^{2}+R_{0}\right)}{1-\frac{1 /\left[\left(2^{2}+R_{0}\right)\left(4^{2}+R_{0}\right)\right]}{1-\frac{1 /\left[\left(4^{2}+R_{0}\right)\left(6^{2}+R_{0}\right)\right]}{1-1 /\left[\left(6^{2}+R_{0}\right)\left(8^{2}+R_{0}\right)\right]}}} \tag{46}
\end{equation*}
$$

with an approximation up to $n=8$. The radius of convergence of $R_{0}, \Delta R_{0}$ can be estimated by calculating how large a correction would be if the next-higher-order number were included. Therefore,

$$
\Delta R_{0} / R_{0} \simeq \pm 1 /\left[\left(6^{2}+R_{0}\right)\left(8^{2}+R_{0}\right)\left(8^{2}+R_{0}\right)\left(10^{2}+R_{0}\right)\right]
$$

$$
\begin{equation*}
\simeq \pm 7 \times 10^{-8} \tag{47}
\end{equation*}
$$

Now $R_{0}$ can be solved by iteration method as described in Sec. III. The energy can be obtained by $E_{0}=2-R_{0}$. Starting with ${ }_{(0)} R_{0}=0$, the results of $E_{0}$ corresponding to each successive iteration are tabulated as follows, together with the results obtained previously by other methods.

| Method | (1) Brillouin Wigner (Refs. 6 and 10 ) | (2) Feenberg (Ref. 6) | (3) Sasakawa (Ref. 6) | $\stackrel{(4)}{\text { Eq. }}(46)$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 2.00000 | 2.00000 | 2.000000 | 2.000000000 |
|  | 1.00000 | 1.268 | 1.549077 | 1.492049464 |
|  | 1.77778 | 1.55051 | 1.544742 | 1.550286204 |
|  | 1.15407 | 1.54429 | 1.544704 | 1.544296736 |
|  |  | 1.54487 | 1.544703 | 1.544920092 |
|  |  |  |  | 1.544855297 |
|  |  |  |  | 1.544862031 |
|  |  |  |  | 1.544861331 |
|  |  |  |  | 1.544861404 1.544861396 |
|  |  |  |  |  |
|  |  |  |  | $\pm 0.000000035$ |
|  |  | 1.54486 | (Ref. 10) |  |

It is not surprising that the result obtained by method (4) agrees perfectly with the exact solution, because Eq. (46) is equivalent to the continued fraction formula which has been used to obtain the exact solution (see pp. 564 and 1018 of Ref. 10). Although a small discrepancy is found between the results of method (3) and (4), yet, mathematically, there is no reason to believe that the dispersion relation formula and Eq. (20) are not equivalent for the nondegenerate case.

Example 2: The Nilsson's Problem of the Degenerate Case. Now we take the example V. 4 from S-I to show that Eq. (21) or (23) can also be used directly for the degenerate case. The matrix elements of this $6 \times 6$ secular equation are given by
$H_{11}=H_{22}=H_{33}=0, \quad H_{44}=H_{55}=H_{68}=-1$
$H_{14}=H_{41}=-(30)^{-\frac{1}{2}}, \quad H_{25}=H_{52}=-2(3)^{\frac{1}{2}}$,
$H_{36}=H_{63}=-(2)^{\frac{1}{2}}$,
with all others equal to zero. By direct substitution in Eq. (21) for $i=1$, we have

$$
\begin{align*}
R_{1} & =\frac{\frac{(14)}{(4)}-\frac{(14)(25)}{(4)(2)(5)}-\frac{(14)(36)}{(4)(3)(6)}+\frac{(14)(25)(36)}{(4)(2)(5)(3)(6)}}{1-\frac{(25)}{(2)(5)}-\frac{(36)}{(3)(6)}+\frac{(25)(36)}{(2)(5)(3)(6)}} \\
& =\frac{(14)}{(4)} . \tag{49}
\end{align*}
$$

Similarly we have

$$
\begin{array}{ll}
R_{1}=30 /\left(-1+R_{1}\right), & R_{4}=30 /\left(1+R_{4}\right), \\
R_{2}=12 /\left(-1+R_{2}\right), & R_{5}=12 /\left(1+R_{5}\right),  \tag{50}\\
R_{3}=2 /\left(-1+R_{3}\right), & R_{6}=2 /\left(1+R_{6}\right) .
\end{array}
$$

Now the only problem left is to solve the six simple quadratic equations. Although there are totally twelve solutions of $R_{i}$ obtainable from Eq. (50), yet, when they are substituted in the energy equation $E_{i}=H_{i i}-R_{i}$, only six value of $E_{i}$ are obtained. They are

$$
\begin{array}{lll}
E_{1}=5, & E_{2}=3, & E_{3}=1 \\
E_{4}=-6, & E_{5}=-4, & E_{6}=-2
\end{array}
$$

which agree perfectly with the results given in S-I. The identification of each solution with its original state is achieved simply by comparing the sign of each solution $R_{i}$ with that obtained from Eq. (50) by setting the value of $R_{i}$ on the right-hand side of each equation equal to zero. The same solutions can be obtained directly from Eq. (21), but with more labor, by iteration method as suggested in Ref. 11. Naturally, with this method, there is no need for the identification of solutions with its original state.
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#### Abstract

The distribution of zeros of the grand partition function is calculated in the thermodynamic limit for a class of one-dimensional gas models in two ways: (1) from the equation of state and (2) directly from the partition function. In this way one obtains (for these cases) a verification of the assumptions we had to make in order to associate a unique distribution of zeros with a given equation of state. In the Appendix we present some numerical evidence for the validity of these assumptions also in the case of the van der Waals gas.


## 1. INTRODUCTION

IN the Yang-Lee condensation theory ${ }^{1}$ the equation of state is discussed in terms of the (in general complex) zeros of the grand partition function $Z_{\mathrm{g}}(z ; V, T)$, regarded as function of the fugacity $z$. The discussion is particularly easy if one with Yang and Lee assumes the intermolecular potential to contain a hard repulsive core, making the grand partition function a polynomial in $z$ with positive coefficients.

The grand partition function is defined in terms of the intermolecular potential $\phi(r)$, while the equation of state is implied by the grand partition function. One may therefore say that there are two ways to explore the properties of the distribution of zeros in the complex $z$ plane:

1. One can investigate the relation between the zeros of the polynomial $Z_{8}$ and its coefficients which are complicated integrals involving the pair potential $\phi(r)$. In the general case one cannot of course hope to determine the complete distribution, but it might nevertheless be possible to say something about its location. ${ }^{2}$
2. One may try to infer the zero distribution from the equation of state. This problem is easier, since in the quantities involved the thermodynamical limit is already taken. It has, however, no unique solution.

We study below these questions on a class of interacting systems, viz. one-dimensional gas models with repulsive forces. In Sec. 3 we start with the equation of state and determine a distribution consistent with it. In view of the fact that the solution in

[^26]principle is not unique it is instructive to see how one is led to one specific distribution. In Sec. 4 the more difficult problem of a direct calculation of the roots of the grand partition function is solved, and the results obtained in Sec. 3 are verified. In all cases considered the zeros are found to be distributed on the negative real axis.

By letting the lattice spacing go to zero and simultaneously extending the repulsive potential to more and more lattice sites, we obtain as a limiting case a continuum gas model with hard-core interaction. ${ }^{3}$

The relation between the equation of state and the zero distribution for a van der Waals gas has been studied previously, ${ }^{4}$ and Appendix B contains some numerical evidence in support of the conclusions reached in that article.

## 2. MODEL

Consider a lattice gas of $n$ atoms distributed on a one-dimensional lattice with lattice spacing $\delta$. The interaction potential $\phi(r)$ between each pair of particles is

$$
\phi\left(r_{i j}\right)=\left\{\begin{array}{cll}
+\infty & \text { if } & r_{i j}<d=m \delta  \tag{1}\\
0 & \text { if } & r_{i j} \geq d
\end{array}\right.
$$

so that the hard core extends over $m$ lattice sites. The total number of lattice sites is

$$
\begin{equation*}
N=L / \delta, \tag{2}
\end{equation*}
$$

where $L$ is the total length of the system. We have thus for $m=1,2, \cdots$, a sequence of gas models, and

[^27]for $m \rightarrow \infty, \delta \rightarrow 0, N \rightarrow \infty$ while $L$ and $d$ are fixed, a continuum gas of hard rods results.

The equation of state is obtained from the configurational partition function $Q_{n}$ :

$$
\begin{equation*}
p / k T=(\partial / \partial L) \ln Q_{n} \tag{3}
\end{equation*}
$$

The partition function in this case is simply
$Q_{n}=\delta^{n}\binom{N-m n+n}{n}=\delta^{n} \frac{(N-m n+n)!}{n!(N-m n)!}$,
the binomial coefficient counting the number of possible configurations. In the thermodynamic limit $n \rightarrow \infty, L \rightarrow \infty, \rho=n / L=$ constant, one obtains from (3) and (4) the equation of state ${ }^{5}$

$$
\begin{align*}
p & =\frac{k T}{\delta} \ln \left(1+\frac{\rho \delta}{1-\rho m \delta}\right)  \tag{5}\\
& =\frac{k T m}{d} \ln \left(1+\frac{\rho d / m}{1-\rho d}\right) .
\end{align*}
$$

Tonks' equation of state for hard rods,

$$
p=k T \rho /(1-\rho d),
$$

emerges of course in the limit $m \rightarrow \infty$.

## 3. THE DISTRIBUTION OF ZEROS FROM THE EQUATION OF STATE

The quantity

$$
\begin{equation*}
\chi(z, T)=\lim _{L \rightarrow \infty} L^{-1} \ln Z_{\mathrm{g}}(z ; L, T) \tag{6}
\end{equation*}
$$

is related to the equation of state by the well-known Mayer equations

$$
\begin{align*}
p / k T & =\chi(z)  \tag{7}\\
\rho & =z \chi^{\prime}(z) . \tag{8}
\end{align*}
$$

Inserting for the pressure from (5), we obtain

$$
\begin{equation*}
\rho d=1-[m \exp (\chi d / m)-m+1]^{-1}, \tag{9}
\end{equation*}
$$

and by integration of (8)

$$
\begin{equation*}
z d / m=e^{x^{d}}-e^{\left(1-m^{-1}\right) x^{d}} . \tag{10}
\end{equation*}
$$

We assume that $\chi(z)$ for complex values of $z$ is
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[^28]determined by an analytic continuation out from the real axis. Together with the assumption that the zeros of $Z_{\mathrm{g}}$ coalesce into lines $C$ as $V \rightarrow \infty$, this guarantees a unique solution. By (6) $\chi(z)$ is the complex logarithmic potential of the zero distribution $g(s)$ :
\[

$$
\begin{equation*}
\chi(z)=\int_{C} g(s) \ln \left(1-\frac{z}{z(s)}\right) d s \tag{11}
\end{equation*}
$$

\]

In analogy with electrostatics, continuity of the real part $\Phi(z)$ of $\chi=\Phi+i \Psi$ determines the position of the charges, while the discontinuities in the imaginary part $\Psi$ determine the value of the charge density $g(s)$.

The inverse function $\chi(z)$, as defined by (10), is multivalued with branch point $z_{\mathrm{b}}$ given by $d z / d x=0$, yielding

$$
\begin{equation*}
z_{\mathrm{h}}=-(1 / d)(1-1 / m)^{m-1} \tag{12}
\end{equation*}
$$

It is a mild convenience to assume $d=1$ from now on. With a cut from $z_{\mathrm{h}}$ to infinity along the negative real axis [since $g(z)$ has to be symmetric about the real axis], the analytic continuation of $\chi$ is everywhere uniquely defined. On both sides of the cut we find from (10) by inserting $\chi=\Phi+i \Psi$
$x=-\frac{m \sin (\Psi / m)}{\sin \Psi}\left[\frac{\sin \left[\left(1-m^{-1}\right) \Psi\right]}{\sin \Psi}\right]^{m-1}$.
Above the cut $0 \leq \Psi \leq \pi$, below $-\pi \leq \Psi \leq 0$. The jump in $\Psi$ across the cut determines the zero density

$$
\begin{equation*}
g_{m}(x)=-(1 / \pi)(\partial \Psi / d x), \tag{14}
\end{equation*}
$$

where $\Psi$ is now restricted to $(0, \pi)$. It is seen by comparison between (12) and (13) that $\Psi=0$ corresponds to the branch point $z_{\mathrm{h}}$ and that $x \rightarrow-\infty$ for $\Psi \rightarrow \pi$.

Hence, the resulting zero distribution (14) is always along the negative real axis and is sketched for $m=1,2$, and $\infty$ in Fig. 1. It is apparent that already nearest-neighbor repulsion yields a good approximation to the continuum result.

In general it is not possible to eliminate the parameter $\Psi$. Exceptions are
$g_{1}(x)=\delta(x+1)$
$g_{2}(x)=\left[\pi|x|(2|x|-1)^{\frac{3}{2}}\right]^{-1}, \quad x<-\frac{1}{2}$.
The limiting distribution $g_{\infty}(x)$ is identical with the one previously found. ${ }^{3}$

## 4. THE ZEROS OF THE GRAND PARTITION FUNCTION

The grand partition function is known exactly in this case (with $d=1$ ):
$Z_{\mathrm{g}}^{(m)}(z)=\sum_{n} Q_{n} z^{n}=\sum_{n=0}^{i N / m \mathrm{l}}\binom{N-m n+n}{n}\left(\frac{z}{m}\right)^{n}$,
using (4). The case $m=1$ is trivial:

$$
\begin{equation*}
Z_{\mathrm{g}}^{(1)}(z)=(1+z)^{N}, \tag{18}
\end{equation*}
$$

in accordance with (15). The case $m=2$ can also be done exactly:

$$
\begin{align*}
Z_{\mathbf{z}}^{(2)}(z) & =\sum_{n}\binom{N-n}{n}\left(\frac{z}{2}\right)^{n}  \tag{19}\\
& =\frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(\frac{z}{2}\right)^{n} \int_{(0+)} \frac{(1+t)^{N}}{[(1+t) t]^{n}} \frac{d t}{t}
\end{align*}
$$

Assuming $|z|<|2(1+t) t|$, summation yields

$$
\begin{align*}
Z_{\mathbf{z}}^{(2)}(z)= & \frac{1}{\pi i} \oint \frac{d t(1+t)^{N+1}}{2(1+t) t-z}  \tag{20}\\
= & 2^{-N-1}(1+2 z)^{-\frac{1}{2}}\left\{\left[1+(1+2 z)^{\frac{1}{2}}\right]^{N+1}\right. \\
& \left.\quad-\left[1-(1+2 z)^{\frac{t}{4}}\right]^{N+1}\right\},
\end{align*}
$$

since the path of integration encloses both poles. The right-hand side is essentially a Chebychev polynomial of the second kind. The fraction of the zeros

$$
\begin{align*}
z_{k}=-\{\cos [2 \pi k /(N+1)]+1\}^{-1} & \\
& k=1,2,3, \cdots\left[\frac{1}{2} N\right] \tag{21}
\end{align*}
$$

less than $x$ equals (when $N \rightarrow \infty$ )

$$
G(x)=\left\{\begin{array}{cl}
\pi^{-1} \operatorname{Arccos}\left(1+x^{-1}\right) & x \leq-\frac{1}{2}  \tag{22}\\
1 & x \geq-\frac{1}{2}
\end{array}\right.
$$

which is equivalent to the previously found distribution (16).

In the general case we again write the grand partition function as a contour integral:

$$
\begin{align*}
Z_{\mathbf{z}}^{(m)}(z) & =\frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(\frac{z}{m}\right)^{n} \int_{(0+1} \frac{(1+t)^{N}}{\left[(1+t)^{m-1} t\right]^{n}} \frac{d t}{t} \\
& =\frac{m}{2 \pi i} \oint \frac{d t(1+t)^{N+m-1}}{m t(1+t)^{m-1}-z} \tag{23}
\end{align*}
$$

where the path of integration must satisfy

$$
|z|>m\left|t(1+t)^{m-1}\right| .
$$

Having the results of Sec. 3 in mind, we first try to find the real zeros $z_{i}$ less than $z_{b}$, given by (12). In this region we prefer to use $\Psi$ as variable instead of $z$, see Eq. (13). In addition we change the integration variable from $t$ to

$$
\begin{equation*}
v=(1+t) \cdot \frac{\sin \Psi}{\sin \left[\left(1-m^{-1}\right) \Psi\right]} \tag{24}
\end{equation*}
$$

In this way the polynomial (23) is expressed as

$$
\begin{equation*}
Z_{\mathbf{g}}^{(m)}(z)=I_{m} \cdot \sin ^{N+1}\left[\left(1-m^{-1}\right) \Psi\right] / \sin ^{N} \Psi \tag{25}
\end{equation*}
$$

where
$I_{m}=\frac{1}{2 \pi i} \oint \frac{d v v^{N+m-1}}{v^{m} \sin \left[\left(1-m^{-1}\right) \Psi\right]-v^{m-1} \sin \Psi+\sin (\Psi / m)}$.

The contour of integration encloses all $m$ poles. Where are these poles? Two of them,

$$
\begin{equation*}
v_{1,2}=e^{ \pm i \boldsymbol{W} / m} \tag{27}
\end{equation*}
$$

are on the unit circle in the $v$ plane, as is immediately verified by insertion. In Appendix A is proven that all the other poles are located inside the unit circle,

$$
\begin{equation*}
\left|v_{i}\right|<1, \quad i=3,4, \cdots, m \tag{28}
\end{equation*}
$$

The integral $I_{m}$ equals the sum of the residues at the poles $v_{1}, v_{2}, \cdots v_{m}$ :

$$
\begin{equation*}
I_{m}=\sum_{i=1}^{m} \operatorname{res}\left(v_{i}\right) \tag{29}
\end{equation*}
$$

For $N \rightarrow \infty$, which is the case in which we really are interested, all residues except the two first ones vanish because of the factor $v_{i}^{N}$. Thus, for a large system

$$
\begin{align*}
I_{m} & \cong \operatorname{res}\left(v_{1}\right)+\operatorname{res}\left(v_{2}\right)  \tag{30}\\
& =M^{-1}\left[e^{i\left(N_{2} \Psi+\delta-\frac{1}{2} \pi\right)}+e^{-i\left(N_{2} \Psi+\delta-\frac{1}{j} x\right)}\right]
\end{align*}
$$

with the abbreviations
$N_{1}=$ the maximum number

$$
\begin{equation*}
\text { of particles }=N / m \text { (assumed integer) }, \tag{31}
\end{equation*}
$$

$M=\left|m \sin \left[\left(1-m^{-1}\right) \Psi\right]-(m-1) \sin \Psi e^{-i \Psi / m}\right|$,
and

$$
\begin{equation*}
\tan \delta=[\cot (\Psi / m)-m \cot \Psi] /(m-1) \tag{33}
\end{equation*}
$$

For large $N$, therefore, the zeros $\Psi_{k}$ of $I_{m}$, and hence of $Z_{g}$, approach the solutions of

$$
N_{1} \Psi+\delta(\Psi)=k \pi, \quad k=1,2, \cdots N_{1}
$$

Since $0 \leq \delta(\Psi)<\frac{1}{2} \pi$ one easily sees that the zeros satisfy
$\left(k-\frac{1}{2}\right)\left(\pi / N_{1}\right)<\Psi_{k} \leq k\left(\pi / N_{1}\right), \quad k=1,2, \cdots N_{1}$.

Since the degree of the original polynomial $Z_{\mathbf{g}}$ was $N_{1}$, the $N_{1}$ zeros (34) are all zeros.
Since $z$ decreases when $\Psi$ increases [see Eq. (13)], the zeros $z$ less than a certain value $z$ are obtained for $\left[N_{1} \Psi(z) / \pi\right]<k \leq N_{1}$. That is, the relative num-
ber of zeros $<z$ equals $1-\pi^{-1} \Psi(z)$. By differentiation this corresponds to the following density of zeros:

$$
\begin{equation*}
g(z)=-\pi^{-1}[\partial \Psi(z) / \partial z] \tag{35}
\end{equation*}
$$

By comparison with Eq. (14), one sees that we now by rigorous methods have verified the distribution determined in Sec. 3. Since the method of Sec. 3 in general is easier to apply, the present verification is encouraging.

## APPENDIX A

We will prove that all zeros of the polynomial
$N(v)=v^{m} \sin \left[\left(1-m^{-1}\right) \Psi\right]-v^{m-1} \sin \Psi+\sin (\Psi / m)$
are inside the unit circle, with the exception of the two zeros

$$
\begin{equation*}
v_{1,2}=\exp ( \pm i \Psi / m) \tag{37}
\end{equation*}
$$

The parameter $\Psi$ may have any value in the interval

$$
\begin{equation*}
0<\Psi<\pi . \tag{38}
\end{equation*}
$$

Factoring out the two zeros (37) we get
$P(v)=\frac{N(v)}{\left(v-v_{1}\right)\left(v-v_{2}\right)}=\sum_{k=1}^{m-1} \sin (k \Psi / m) v^{k-1}$.
The first part of the proof consists of showing that $P(v)$ has no zeros on the unit circle. Assume that $v=e^{i \phi}$ is such a zero. Then
$2 i v P(v)=\sum_{k=1}^{m-1} e^{i(\phi+\Psi / m) k}-\sum_{k=1}^{m-1} e^{i(\phi-\Psi / m) k}=0$.
First note that any sum of unit vectors $\sum_{k=1}^{r} e^{i k \alpha}$ lies on a circle through the origin, centered at [ $\left.-\frac{1}{2}, \frac{1}{2} \cot \left(\frac{1}{2} \alpha\right)\right]$. Two such circles corresponding to different values of $\alpha$ have only the points 0 and -1 in common. Therefore, both sums in Eq. (40) must either vanish or else be equal to -1 . In the first case $\phi$ satisfies

$$
\begin{equation*}
\phi \pm(\Psi / m)=2 k_{ \pm} \pi /(m-1) \tag{41}
\end{equation*}
$$

with integers $k_{+}, k_{-}$. By elimination of $\phi$ we get


Fig. 2. Sketch of the van der Waals zero distribution at different temperatures (taken from Ref. 4).


Fig. 3. Zeros of the van der Waals grand partition function, Eq. (46), for $V / d=15$. In the figure $d$ has been used as the unit of length. (Some negative real zeros of large modulus are not shown.)

$$
\begin{equation*}
\Psi=(m /(m-1))\left(k_{+}-k_{-}\right) \pi \tag{42}
\end{equation*}
$$

In the second case $\phi$ must satisfy

$$
\begin{equation*}
\phi_{ \pm}(\Psi / m)=2 k_{ \pm} \pi / m, \tag{43}
\end{equation*}
$$

in which case (42) is replaced by

$$
\begin{equation*}
\Psi=\left(k_{+}-k_{-}\right) \pi \tag{44}
\end{equation*}
$$

Since both (42) and (44) are in disagreement with Eq. (38) we conclude that no such pole of modulus one exists.
For the second part of the proof, we note the coefficients of $P(v)$, Eq. (39), are real, positive and increasing with $m$ for small values of $\Psi$. The Enstrøm theorem ${ }^{8}$ tells us that in this case the zeros are all inside the unit circle. Increasing $\Psi$, the zeros must stay inside the unit circle. This follows from continuity and from the first part of the proof.

## APPENDIX B

Reference 4 contains a study of the properties of the zero distribution for a gas obeying van der Waals' equation

$$
\begin{equation*}
p / k T=(v-d)^{-1}-\nu v^{-2}, \quad \nu \equiv a / k T \tag{45}
\end{equation*}
$$

supplemented with the Maxwell equal area construction, based upon the same assumption as the calculation in the present Sec. 3. Qualitatively the limiting distribution was found to fall into the pattern of Fig. 2 (taken from Ref. 4), and only in limiting cases were quantitative results obtained.

We found it of interest to see how well these results agrees with a direct numerical calculation of the zeros of the following grand partition function

$$
\begin{align*}
Z_{\mathrm{s}} & =\sum_{N=1}^{V / d} Q_{N} z^{N}  \tag{46}\\
Q_{N} & =(V-N d)^{N} \exp \left[\frac{2 \nu}{V}\binom{N}{2}\right] \tag{47}
\end{align*}
$$

for a finite number of particles. The canonical partition function (47) implies the van der Waals equation (45), and it is well known that the pressure from the grand canonical ensemble has a horizontal

[^29]part instead of a wiggle for subcritical temperatures. Moreover, one can, by physical arguments, make the form (47) plausible as the partition function for one-dimensional molecules interacting with a hard core $d$ plus a very weak long-range attraction, a model known to rigorously obey van der Waals' equation of state. ${ }^{7}$

[^30]For a maximum number of particles $V / d=15$, the calculated zeros of the grand partition function (46) are shown in Fig. 4. The limited accuracy (8 digits) of the computer made calculations with a greater number of particles unreliable.

Qualitatively the distribution is as one would expect from the predictions of Ref. 4. The quantitative details that can be checked are in as good agreement with the calculated limited distribution as one could expect for such a small number of particles.
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$$
\begin{equation*}
f(z)=\frac{\sum_{0}^{\infty} c_{t} z^{t}}{\prod_{i=1}^{l}\left(1-z / \zeta_{i}\right)^{k_{i}}} \equiv \frac{\sum_{0}^{\infty} c_{t} z^{t}}{\sum_{0}^{M} e_{u} z^{z}} \tag{2.1}
\end{equation*}
$$

where $\sum_{0}^{\infty} c_{t} z^{t}$ is uniformly convergent at any point in the region $\mathbf{C}$ defined by $|z| \leq \rho$, and where we assume that none of the poles $\zeta_{i}$ coincides with the origin. We note that the total order of poles is

$$
\begin{equation*}
M=\sum_{i} k_{i} \tag{2.2}
\end{equation*}
$$

and that $e_{0}=1$. For convenience, we normalize the function $f(z)$ by choosing

$$
\begin{equation*}
f(0)=c_{0}=1 ; \tag{2.3}
\end{equation*}
$$

the results that we establish can be immediately extended to any function of form (2.1) by multiplying by a constant.

We can expand the denominator in (2.1) by the binomial theorem to give a power series expansion

$$
\begin{equation*}
f(z)=\sum_{0}^{\infty} d_{t} z^{t} \quad\left(d_{0}=1\right) \tag{2.4}
\end{equation*}
$$

then

$$
\begin{equation*}
\left[\sum_{0}^{M} e_{u} z^{u}\right]\left[\sum_{0}^{\infty} d_{t} z^{t}\right]=\sum_{0}^{\infty} c_{t} z^{t} \tag{2.5}
\end{equation*}
$$

Assuming that $\zeta_{1}$ is one of the poles nearest to the origin and defining

$$
\begin{equation*}
\rho_{i}=\left|\zeta_{i}\right| \tag{2.6}
\end{equation*}
$$

the series (2.4) is convergent for $|z|<\rho_{1}$, and (2.5) is an identity between analytic functions. For $|z|>\rho_{1}$ the series (2.4) is divergent, but the sequence of coefficients $\left\{d_{t}\right\}$ is well-defined, independent of the value of $z$.

A Padé approximant

$$
\begin{equation*}
P_{m n}(z)=\left(\sum_{0}^{n} a_{r} z^{z}\right)\left(\sum_{0}^{m} b_{d} z^{*}\right)^{-1} \tag{2.7}
\end{equation*}
$$

of $f(z)$ is defined by the identity

$$
\begin{equation*}
\left[\sum_{0}^{m} b_{s} z^{*}\right]\left[\sum_{0}^{\infty} d_{t} z^{t}\right]=\sum_{0}^{n} a_{r} z^{r}+O\left(z^{m+n+1}\right) . \tag{2.8}
\end{equation*}
$$

The identity has precise analytic meaning when $|z|<\rho_{1}$. For other values of $z$, (2.8) is a formal identity, the coefficients $\left\{a_{r}\right\}$ and $\left\{b_{s}\right\}$ being defined by the linear equations

$$
\begin{align*}
& \sum_{s=0}^{\min (r, m)} b_{s} d_{r-s}=a_{r} \quad(r=0,1, \cdots, n)  \tag{2.9}\\
& \sum_{s=0}^{\min (r, m)} b_{s} d_{r-s}=0 \\
&  \tag{2.10}\\
& \times(r=n+1, \cdots, m+n)
\end{align*}
$$

The first of Eqs. (2.9) is $b_{0} d_{0}=a_{0}$, or $b_{0}=a_{0}$. We choose $a_{0}=b_{0}=1$. Then Eqs. (2.10) are $m$ equations for $b_{1}, \cdots, b_{m}$ and determine them uniquely if the determinant of coefficients $\boldsymbol{\Delta}_{b}$ is nonzero. Equations (2.9) then define $a_{1}, \cdots, a_{n}$, so that $P_{m n}$ is uniquely determined. We note that $P_{m n}(z)$ is then the unique rational fraction of form (2.7) whose power series expansion agrees with (2.4) up to $O\left(z^{m+n}\right)$.

It may happen for a particular function $f(z)$ and integer pair ( $m, n$ ) that $\Delta_{b}=0$. In general (2.10) will have no finite solution and we cannot define $P_{m n}$. When we are discussing a definite sequence of approximants, we assume that it does not contain any which cannot be uniquely defined.

It is also possible that $\Delta_{b}=0$ and that Eqs. (2.10) have an infinity of solutions. We shall now discuss a function $f_{0}(z)$ for which this happens, when the numerator in (2.1) is a polynomial in $z$ of degree $N$ :

$$
\begin{equation*}
f_{0}(z)=\frac{\sum_{0}^{N} c_{i} z^{t}}{\sum_{0}^{M} e_{u} z^{u}} \equiv \frac{\sum_{0}^{N} c_{z} z^{t}}{\prod_{i}\left(1-z / \zeta_{i}\right)^{k_{i}}} . \tag{2.11}
\end{equation*}
$$

It is assumed that the numerator and denominator in (2.11) have no common factors. If by chance they have a common factor, the results established here are are not substantially altered.

If the expansion of (2.11) corresponding to (2.4) is

$$
\begin{equation*}
f_{0}(z)=\sum_{0}^{\infty} d_{0} z^{z} \tag{2.12}
\end{equation*}
$$

then

$$
\begin{equation*}
\left[\sum_{0}^{M} e_{y} z^{\prime}\right]\left[\sum_{0}^{\infty} d_{0} z^{t}\right]=\sum_{0}^{N} c_{t} z^{t} \tag{2.13}
\end{equation*}
$$

It is clear therefore that if $\pi_{H}(z)$ is any polynomial of degree $H$ in $z$, then Eqs. (2.8) defining the Pade approximants

$$
\begin{equation*}
P_{m n 0}(z) \equiv\left(\sum_{0}^{n} a_{0} z^{r}\right)\left(\sum_{0}^{m} b_{0} z^{n}\right)^{-1} \tag{2.14}
\end{equation*}
$$

are satisfied if we choose

$$
\begin{array}{ll}
\sum_{0}^{n} a_{0 r} z^{*} \equiv \pi_{H}(z)\left[\sum_{0}^{N} c_{i} z^{z^{\prime}}\right] & (n \geq N+H)  \tag{2.15}\\
\sum_{0}^{m} b_{0 z} z^{*} \equiv \pi_{H}(z)\left[\sum_{0}^{M} e_{u} z^{u}\right] & (m \geq M+H)
\end{array}
$$

So for a function of form (2.11), functions $P_{m n 0}(z)$ satisfying (2.14) and (2.15) are Pade approximants of $f_{0}(z)$, with coefficients $\left\{a_{0 r}\right\}$ and $\left\{b_{00}\right\}$ satisfying (2.9) and (2.10). We now establish the converse, that all Pade approximants of $f_{0}(z)$ are of this form.

If we multiply the equation analogous to (2.8) by $\sum_{0}^{M} e_{u} z^{z}$, we obtain

$$
\begin{aligned}
& {\left[\sum_{0}^{m} b_{00} z^{a}\right]\left[\sum_{0}^{N} c_{c} z^{z^{7}}\right]} \\
& \\
& =\left[\sum_{0}^{n} a_{00} z^{r}\right]\left[\sum_{0}^{M} e_{4} z^{4}\right]+O\left(z^{m+n+1}\right)
\end{aligned}
$$

For $m \geq M, n \geq N$, no terms in the two products here contain terms $O\left(z^{m+n+1}\right)$, and so

$$
\left.\begin{array}{rl}
{\left[\sum_{0}^{m} b_{0}, z^{*}\right]\left[\sum_{0}^{N} c, z^{r}\right]}
\end{array}\right] .
$$

This equation is an identity for $|z|<\rho_{1}$; hence it is an identity for all $z$. Since $\sum^{N} c_{r} z^{r}$ and $\sum^{M} e_{u} z^{u}$ have no common factors, it follows by the remainder theorem that $\sum^{n} a_{0 r} z^{r}$ and $\sum^{m} b_{0 s} z^{s}$ are of the form (2.14). So we have established

Theorem 1: The class of functions defined by (2.14) and (2.15) are the Pade approximants of the function $f_{0}(z)$ defined by (2.11).

This theorem means that the Pade approximants of $f_{0}(z)$ with $m \geq M$ and $n \geq N$ are effectively identical with $f_{0}(z)$, and that we are justified in taking

$$
\begin{equation*}
P_{m n 0}(z) \equiv f_{0}(z) \tag{2.17}
\end{equation*}
$$

## 3. THE APPROXIMATION THEOREM

We have established (2.17) for the function $f_{0}(z)$, and it is not difficult to show that a function $f(z)$ of form (2.1) is approximated by $f_{0}(z)$. It is therefore necessary to relate the approximants $P_{m n}(z)$
and $P_{m n 0}(z)$ of these two functions in order to show that $P_{m n}(z)$ approximates $f(z)$.
Since $\sum_{0}^{\infty} c_{t} z^{t}$ in (2.1) is uniformly convergent for $|z| \leq \rho$, we can find a constant $L$ such that

$$
\begin{equation*}
c_{t} \leq L \rho^{-t} \quad(t=0,1,2, \cdots) \tag{3.1}
\end{equation*}
$$

where $L$ is independent of $t$.
Consider the coefficients $\left\{d_{t}\right\}$ in (2.4) and $\left\{d_{0 t}\right\}$ in (2.12). Since the numerators in (2.1) and (2.11) agree to order $z^{N}$,

$$
\begin{equation*}
d_{t}=d_{0 t} \quad(t \leq N) \tag{3.2}
\end{equation*}
$$

If we write

$$
\begin{equation*}
\prod_{i}\left(1-\frac{z}{\zeta_{i}}\right)^{-k_{2}}=\sum_{0}^{\infty} g_{i} z^{t} \tag{3.3}
\end{equation*}
$$

then from (2.1), (2.11) and (3.1),

$$
\begin{aligned}
d_{t}-d_{0 t} & =\sum_{u=N+1}^{t} c_{u} g_{t-u} \\
& \leq L \sum_{N+1}^{t} \rho^{-u} g_{t-u}
\end{aligned}
$$

for $t>N$. Also for $h>N$, writing $|z|=r$,

$$
\begin{gather*}
\sum_{t=N+1}^{n}\left|\left(d_{t}-d_{0 t}\right) z^{t}\right| \leq \sum_{t=N+1}^{h} L r^{t} \sum_{w=N+1}^{t} \rho^{-w}\left|g_{t-u}\right| \\
\leq L\left[\frac{r}{\rho}\right]^{N+1} \sum_{u=0}^{h-N-1}\left[\frac{r}{\rho}\right]^{u} \sum_{w=0}^{h-N-1}\left|g_{w}\right| r^{w} . \tag{3.4}
\end{gather*}
$$

Now from (3.3) and (2.6), we know that

$$
\sum_{w=0}^{n-N-1}\left|g_{w}\right| r^{\omega}
$$

consists of terms up to $O\left(r^{h-N-1}\right)$ occurring in the expansion of

$$
\prod_{i}\left(1-\frac{r}{p_{i}}\right)^{-k_{i}}
$$

and hence is dominated by terms in the expansion of

$$
\prod_{i}\left(1-\frac{r}{\rho_{1}}\right)^{-M}
$$

Therefore (3.4) gives

$$
\begin{align*}
& \sum_{t=N+1}^{n}\left|\left(d_{t}-d_{0 t}\right) z^{t}\right| \\
& \leq L\left(\frac{r}{\rho}\right)^{N+1}\left(1-\frac{r}{\rho}\right)^{-1} \sum_{w=0}^{h-N-1} \frac{(M+w-1)!}{(M-1)!w!}\left(\frac{r}{\rho_{1}}\right)^{w} \\
& \leq L\left(\frac{r}{\rho}\right)^{N+1}\left(1-\frac{r}{\rho}\right)^{-1} \frac{(M+h-N-2)^{M-1}}{(M-1)!} \sum_{0}^{h-N-1}\left(\frac{r}{\rho_{1}}\right)^{w} \\
& =L \frac{(M+h-N-2)^{M-1}}{(M-1)!}\left(\frac{r}{\rho}\right)^{N+1} \\
& \quad \times\left(1-\frac{r}{\rho}\right)^{-1} \frac{1-\left(r / \rho_{1}\right)^{h-N-1}}{1-\left(r / \rho_{1}\right)} \tag{3.5}
\end{align*}
$$

Provided that

$$
\begin{equation*}
r \leq \rho(1-\epsilon) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|r-\rho_{i}\right| \geq \epsilon \rho_{i}, \tag{3.7}
\end{equation*}
$$

then from (3.2) and (3.5)

$$
\begin{aligned}
& \sum_{0}^{h}\left|\left(d_{t}-d_{0 t}\right) z^{t}\right| \\
& \quad \leq L \epsilon^{-3} \frac{(M+h-N-2)^{M-1}}{(M-1)!}\left(\frac{r}{\rho}\right)^{N+1}
\end{aligned}
$$

$$
\begin{equation*}
\times \operatorname{Max}\left[1,\left(\frac{r}{\rho_{1}}\right)^{n-N-1}\right] \tag{3.8}
\end{equation*}
$$

for $h>N$.
Now consider the approximants defined by (2.7), (2.8), (2.14), and (2.17). We have

$$
\begin{aligned}
& D_{m n}(z) \equiv\left[\sum_{0}^{n} a_{r} z^{\prime}\right]\left[\sum_{0}^{M} b_{0} z^{\prime}\right] \\
&-\left[\sum_{0}^{N} d_{0 u} z^{\prime \prime}\right]\left[\sum_{0}^{m} b_{z} z^{\prime}\right] \\
&= {\left[\sum_{0}^{m} b_{s} z^{\prime}\right]\left[\sum_{0}^{M} b_{0} z^{\prime}\right] } \\
& \times\left[\sum_{0}^{\infty}\left(d_{t}-d_{0 t}\right) z^{z^{\prime}}\right]+O\left(z^{m+n+1}\right) .
\end{aligned}
$$

In order to apply Theorem 1 later, we assume

$$
m \geq M, \quad n=N
$$

then since $D_{m n}$ contains no terms of order higher than $z^{m+n}$,

$$
\begin{align*}
& \left|P_{m n}(z)-P_{m n 0}(z)\right| \\
& \quad \leq \frac{\sum_{0}^{m}\left|b_{0} z^{\prime}\right| \sum_{0}^{N}\left|b_{0,}, z^{\prime}\right| \sum_{0}^{m+n}\left|\left(d_{t}-d_{0 t}\right) z^{t}\right|}{\left|\sum_{0}^{m} b_{0} z^{\prime}\right|\left|\sum_{0}^{N} b_{00} z^{\prime}\right|} \tag{3.9}
\end{align*}
$$

The last factor in the numerator is bounded by (3.8). From (2.17) we have

$$
\sum_{0}^{M} b_{0} z^{i}=\prod_{i}\left(1-z / \zeta_{i}\right)^{k_{i}}
$$

Thus for points in $C$ obeying (3.6) and (3.7)

$$
\begin{equation*}
\frac{\sum_{0}^{M}\left|b_{0}, z^{0}\right|}{\left|\sum_{0}^{M} b_{0} z^{v}\right|} \leq \epsilon^{-M} \prod_{i}\left(1+\frac{\rho}{\rho_{i}}\right)^{k_{i}} \tag{3.10}
\end{equation*}
$$

a bound which is independent of $m$ and $n$.
In order to provide a suitable bound for the third factor

$$
\left(\sum_{0}^{m}\left|b, z^{0}\right|\right)\left(\left|\sum_{0}^{m} b, z^{2}\right|\right)^{-1}
$$

in (3.9), we must assume that the total order of zeros of $\sum_{0}^{m} b, z^{*}$ in the region $|z|<\rho$ is bounded for all ( $m, n$ ). Thus, we write

$$
\begin{equation*}
\sum_{0}^{m} b, z^{i}=\prod_{i}\left(1-\frac{z}{\xi_{i}}\right)^{n_{i}} \prod_{i}\left(1-\frac{z}{\xi_{i}^{\prime}}\right)^{n_{i}} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{i} h_{i} \leq \mu \tag{3.12}
\end{equation*}
$$

for some finite integer $\mu$ independent of ( $m, n$ ), but dependent on $\rho$, and where

$$
\begin{equation*}
\sigma_{i}^{\prime} \equiv\left|\xi_{i}^{\prime}\right| \geq \rho \tag{3.13}
\end{equation*}
$$

for all $i$. If we now consider a point $z$ satisfying (3.7) and

$$
\begin{equation*}
\left|r-\sigma_{i}\right| \geq \epsilon \sigma_{i} \tag{3.14}
\end{equation*}
$$

then using (3.7), (3.11), (3.12), and (3.14),
$\frac{\sum_{0}^{m}\left|b_{z} z^{\prime}\right|}{\left|\sum_{0}^{m} b_{s} z^{*}\right|} \leq \epsilon^{-\mu} I_{i}\left(1+\frac{\rho}{\sigma_{i}}\right)^{n_{1}}\left[\frac{r+\rho}{r-\rho}\right]^{m-\mu}$.
Now we have taken $N=n$, the "best" value of $N$. Putting $h=n+m$ in (3.8), and also using (3.9), (3.10), and (3.15), we find

$$
\begin{align*}
& \left|P_{m n}(z)-P_{m n 0}(z)\right| \\
& \quad \leq B(m+M-2)^{M-1}\left(\frac{r}{\rho}\right)^{n+1}\left(\frac{\rho+r}{\rho-r}\right)^{m+1} \\
& \quad \times \operatorname{Max}\left[1,\left(\frac{r}{\rho_{1}}\right)^{m-1}\right] . \tag{3.16}
\end{align*}
$$

where $B$ is a constant dependent upon $\rho$ and $\epsilon$, but independent of $m$ and $n$.

Let us first assume that $n \geq m$; then since ( $M$ being fixed)

$$
\lim _{m \rightarrow \infty}(m+M-2)^{M / m}=1
$$

it follows that $\left|P_{m n}-P_{m n 0}\right| \rightarrow 0$ provided

$$
\begin{array}{cc}
\frac{r(\rho+r)}{\rho(\rho-r)}<1 & \left(r \leq \rho_{1}\right) \\
\frac{r^{2}(\rho+r)}{\rho \rho_{1}(\rho-r)}<1 & \left(r>\rho_{1}\right) . \tag{3.18}
\end{array}
$$

The condition (3.17) is

$$
\begin{equation*}
|z|=r<\rho(\sqrt{2}-1) \equiv r_{1} \tag{3.19}
\end{equation*}
$$

say. Provided the distance $\rho_{1}$ of the nearest pole of $f(z)$ from the origin exceeds $r_{1},(3.19)$ is the condition that $P_{m n}$ and $P_{m n 0}$ approximate each other. If $\rho_{1}<r_{1}$, the range of $r$ is $r<r_{2}$, where $r_{2}$ is the unique root of

$$
\begin{equation*}
r_{2}^{2}\left(\rho+r_{2}\right)=\rho \rho_{1}\left(\rho-r_{2}\right) \tag{3.20}
\end{equation*}
$$

lying in the range $0<r_{2}<r_{1}$. Thus as $m, n \rightarrow \infty$ in any way such that $n \geq m$,

$$
\begin{equation*}
\left|P_{m n}(z)-P_{m n 0}(z)\right| \rightarrow 0 \tag{3.21}
\end{equation*}
$$

uniformly in $z$ in the region defined by (3.7), (3.14) and

$$
\begin{equation*}
|z| \leq \operatorname{Min}\left(r_{1}, r_{2}\right)-\epsilon \tag{3.22}
\end{equation*}
$$

$r_{1}$ and $r_{2}$ being the positive numbers defined by (3.19) and (3.20). Since $P_{m n}(z)$ and $P_{m n 0}(z)$ are uniformly continuous in the region $\Delta$ defined by (3.22) and

$$
\begin{equation*}
\left|z-\zeta_{i}\right| \geq \epsilon \rho_{i},\left|z-\zeta_{i}\right| \geq \epsilon \sigma_{i} \tag{3.23}
\end{equation*}
$$

(3.21) holds uniformly in $\Delta$.

To establish a similar result for $n \leq m$, we note that if $P_{m n}$ is the ( $m, n$ ) approximant of $f(z)$, then $P_{m m}^{-1}$ is the ( $n, m$ ) approximant to $[f(z)]^{-1}$. Now $\phi(z)$ is meromorphic where $f(z)$ is, so applying the result (3.21) to $\phi(z)$, we know that if $m, n \rightarrow \infty$ with $m \geq n$, then

$$
\left|P_{m n}^{-1}-P_{m n 0}^{-1}\right| \rightarrow 0
$$

uniformly in the region $\Delta$, except near to the zeros of $\phi(z)$ and its approximants. Therefore (3.21) holds in $\Delta$ for any sequence of values of the pair ( $m, n$ ) for which $m \rightarrow \infty$ and $n \rightarrow \infty$.

Now from (2.1), (2.11), (2.17), and (3.1),

$$
\left|f(z)-P_{m n 0}(z)\right| \leq L \epsilon^{-M-1}(r / \rho)^{n+1}
$$

in the region defined by (3.7), (3.14), and (3.22). Again using uniformity of continuity, we see that

$$
\left|f(z)-P_{m n 0}(z)\right| \rightarrow 0
$$

uniformly in the region $\Delta$ as $n \rightarrow \infty$. Combining this result with (3.21), we have proved that

$$
\left|f(z)-P_{m n}(z)\right| \rightarrow 0
$$

uniformly in $\Delta$ as $m \rightarrow \infty$ and $n \rightarrow \infty$ in any way.
Now given a number $\sigma$ less than $R$, we can choose $\rho$ and $\epsilon$ to satisfy

$$
\rho<R, \quad \sigma<\rho-\epsilon .
$$

Then we have established
Theorem 2: A function $f(z)$ is regular and nonzero at $z=0$, and is meromorphic in the region $|z|<R$, and $\sigma$ is any positive number less than $R$. Let $\left\{P_{m n}(z)\right\}$ be an infinite sequence, with $m \rightarrow \infty$ and $n \rightarrow \infty$ in any way, of Padé approximants to $f(z)$, such that the numbers of poles and zeros of every approximant in the region $|z| \leq \sigma$ are each
less than a number $\mu(\sigma)$ independent of $m$ and $n$ Then the sequence $\left\{P_{m n}(z)\right\}$ converges uniformly to $f(z)$ in the region $\Delta$ defined by (3.22) and (3.23).

If $\rho_{1} \geq r_{1}$, so that $r_{1} \leq r_{2}$, the region (3.22) is a circle, center the origin, in which $f(z)$ is regular; inside the circle of convergence, it is easy to prove that $\left\{P_{m n}(z)\right\}$ approximates $f(z)$, so that the theorem is not very significant. But when $\rho_{1}<r_{1}$, so that $r_{2}<r_{1}$, (3.20) and (3.19) give

$$
\frac{\rho_{1}}{r_{2}}=\frac{r_{2}\left(\rho+r_{2}\right)}{\rho\left(\rho-r_{2}\right)}<\frac{r_{1}\left(\rho+r_{1}\right)}{\rho\left(\rho-r_{1}\right)}=1
$$

Thus at least one pole lies in the circle (3.22), for small enough $\epsilon$. If $\rho_{1} \ll \rho$, then $r_{2} \ll \rho$, and (3.20) gives

$$
\frac{\rho_{1}}{r_{2}} \sim \frac{r_{2}}{\rho} .
$$

So when the nearest nonpolar singularity ( $\rho$ ) is much further from the origin than the nearest pole $\left(\rho_{1}\right)$, the radius $\left(r_{2}\right)$ inside which $f(z)$ is approximated by $\left\{P_{m n}(z)\right\}$ much greater than $\rho_{1}$. Hence the theorem establishes convergence of $\left\{P_{m n}(z)\right\}$ well beyond the radius of convergence of $\sum d_{t} z^{t}$.

If the function $f(z)$ is meromorphic in the whole of the finite z-plane, then we can choose $R$ and hence $\sigma$ as large as we pledse. Thus a meromorphic function $f(z)$ is approximated by any sequence $\left\{P_{m n}(z)\right\}$ with $m \rightarrow \infty$ and $n \rightarrow \infty$ independently, provided the number of the poles and zeros of $P_{m n}(z)$ in any finite part of the $z$-plane is uniformly bounded.

We also note that by letting $n \rightarrow \infty$ more rapidly than $m$ in (3.16), the restriction (3.22) on $|z|$ can be eased. For example, by choosing $n=m^{2}$ we obtain a sequence which approximates $f(z)$ throughout a region $|z| \leq \sigma<R$.

## 4. DISCUSSION

If we consider a sequence $\left\{P_{m m+k}\right\}$ of approximants with $k$ fixed, the invariance theorems of Baker, Gammel, and Wills ${ }^{3}$ allow us to replace the region of meromorphy $|z|<R$ in Theorem 2 by any finite domain $\mathbf{D}$ which is the union of regions derived from $|z| \leq R$ by transformations of the type

$$
z \rightarrow w=A z /(1+B z)
$$

Under these transformations, the region (3.22) transforms into a sub-domain $\mathrm{D}^{1}$ of D . Thus sequences $\left\{P_{m m+k}\right\}$ will approximate $f(z)$ throughout regions of meromorphy which will often extend over large regions of the $z$-plane. The restriction (3.22) is
rather peculiar, and one feels that the region of uniform convergence should be the whole of D apart from small regions near the poles and the boundary.

We can see that the restriction (3.22) reflects the known behavior of approximants if we consider a function $f(z)$ which has an isolated essential singularity at, say, $z=R$. This singularity is "simulated" in approximants by the clustering of poles and zeros of $P_{m n}(z)$ near to $z=R$. Thus a critical factor approximated by $(\rho-r)^{m+1}$ in (3.16) is in fact expected to arise, $z=R$ being a limit point of poles. What is not reflected in Eq. (3.16) is the fact that these poles of $P_{m n}$ are compensated by nearby zeros. However, even if the factor

$$
\begin{equation*}
\left(\frac{\rho+r}{\rho-r}\right)^{m+1} \tag{4.1}
\end{equation*}
$$

could be eliminated from (3.16), the factor $\left(r / \rho_{1}\right)^{m-1}$ would still prevent us from establishing convergence of diagonal sequences throughout $|z| \leq \sigma<R$.

The problem of eliminating the factor (4.1) is part of the larger problem of locating the poles and zeros of the approximants $P_{m n}(z)$, and in particular showing that in regions of meromorphy the poles of $P_{m n}(z)$ either are near to those of $f(z)$ or are accompanied by a nearby zero. This last property can be established in any domain $\delta$ in which $\left\{P_{m_{n}}(z)\right\}$
approximates $f(z)$ uniformly. Consider the integrals of the logarithmic derivatives of $P_{m n}(z)$ and $f(z)$ round any contour $\gamma$ lying in $\boldsymbol{\delta}$ which does not pass through any poles or zeros of $f(z)$ and its approximants. The difference between the integrals can be made less than $2 \pi$ in magnitude by taking $m$ and $n$ large enough; since the integrals are integral multiples of $2 \pi i$, we know that they are then equal. So if ( $P_{1}, N_{1}$ ) and ( $P_{z}, N_{2}$ ) are the numbers of poles and zeros of $P_{m n}(z)$ and $f(z)$ respectively,

$$
P_{1}-N_{1}=P_{2}-N_{2} .
$$

Thus the poles and zeros of an approximant in the region $\delta$ either lie near to those of $f(z)$, or else they occur in pairs, giving nearly canceling factors in the denominator and numerator of the approximant.

Thus the two large problems in the theory of Pade approximants, the location of the poles and the specification of the region in which a sequence approximates a function $f(z)$, are closely linked.
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#### Abstract

This is the first of the series of three papers which introduces complex space-time to describe physical phenomena. The objective of this generalization is twofold: firstly, to geometrize gauge transformations and electromagnetic fields, and secondly, to quantize space-time in order to remove serious divergences from the field theory. In this paper classical fields are discussed in complex space-time with a view of subsequent generalization to quantum field theory in quantized space-time.


## I. INTRODUCTION

THIS paper prepares the groundwork for the quantization of space-time which follows in the next one. If we want the quantization in such a fashion that measurements of four real coordinates should not interfere with each other, then we have to enlarge the background space at least to real eight-dimensional or complex four-dimensional space (two conjugate variables to each measurement). But this generalization immediately enriches the group of transformations under which physical laws could be covariant and thus offers the possibility of fusion of so-called iso-groups into geometrical ones. For the sake of simplicity we consider the group $L_{4} \ddagger \times U_{1}$ which is the simplest possible generalization of the proper Lorentz group to absorb the gauge transformations ${ }^{1}$ and is of course a possible group of transformations in four-dimensional complex spacetime. Moreover, the complex space-time can give a geometrical meaning to electrical properties, and we identify the electric charge as angular momenta in complex planes.

In this paper, firstly, we shall discuss the representations of the group $L_{4} \ddagger \times U_{1}$, and secondly, the Lagrangian mechanics of fields in complex space-time.

## II. THE SEVEN-PARAMETER GROUP $L_{4} \ddagger \times U_{1}$

Throughout three papers, units are so chosen that $\hbar=c=l=1$, and all physical quantities are expressed as pure numbers. Let us consider the space spanned by four complex planes coordinatized by $z^{k}$ ( $k$ and other Roman indices will take values 1,2 , $3,4)$ and generalize the Minkowskian metric form to

$$
\begin{align*}
\Phi & \stackrel{\text { de } f}{=}-\left|d z^{1}\right|^{2}-\left|d z^{2}\right|^{2}-\left|d z^{3}\right|^{2}+\left|d z^{4}\right|^{2}  \tag{2.1}\\
& =\eta_{i j} \overline{d z^{i}} d z^{i} .
\end{align*}
$$

[^34]Here we have assumed the summation convention, bar denotes complex conjugation and $\eta_{i j}$ is the metric tensor.

The homogeneous linear transformation

$$
z^{\prime k}=A_{\cdot l}^{k} z^{2}, \quad \overline{z^{k}}=\overline{A_{\cdot l}^{k} z^{2}}
$$

which leave the metric-form (2.1) invariant, satisfy

$$
\begin{equation*}
A^{\dagger} \eta A=\eta, \quad \operatorname{det} A=e^{i \alpha}, \tag{2.2}
\end{equation*}
$$

where matrices $A=\left[a_{i}^{i}\right], \eta=\left[\eta_{i i}\right] ; \alpha$ is a real number and the dagger denotes Hermitian conjugation.

The linear transformations in (2.2) form a 16 -real-parameter continuous group. ${ }^{2}$ This group is much richer than the ordinary homogeneous Lorentz group. It should also be noted that in this group there is no disjunct proper and improper subgroups. ${ }^{3}$

For the sake of simplicity we shall consider only a subgroup of the group defined in (2.2). This subgroup is denoted by $A^{i}{ }_{j} \sim a_{\cdot j}^{i} e^{i \theta}$, where $a \equiv\left[a_{\cdot,}^{i}\right]$ is an element of $L_{4} \ddagger$, the proper, isochronous subgroup of the homogeneous Lorentz-group and $e^{i \theta}$ is an element of one-dimensional unitary group $U_{1}$. The product group ${ }^{4} L_{4} \ddagger \times U_{1}$ is a 7 -real parameter ${ }^{5}$ continuous group and suffices our prime purposes. Though we have not considered space reflections, the total reflection can be taken care of by putting $\theta=\pi$. Also, $\theta=\frac{1}{2} \pi$ generates the reciprocity transformation.

The basic space of representation ${ }^{6}$ for $L_{4} \ddagger \times U_{1}$ can be coordinatized by $z^{k+}$ and the conjugate space by $z^{k-}=\overline{z^{k+}}$, so that under $L_{4} \ddagger \times U_{1}$, the trans-

[^35]formations induced in these spaces are
\[

$$
\begin{align*}
z^{k^{\prime} \pm^{\prime}} & =a_{\cdot k}^{k_{k}^{\prime}} e^{ \pm i \theta_{i} z^{k^{\prime}}} \\
\bmod \left(z^{k^{\prime} \pm^{\prime}}\right) & \leq \bmod \left(a_{-k}^{k^{\prime}}\right) \bmod \left(z^{k \pm}\right)  \tag{2.3}\\
\arg \left(z^{k^{\prime} \pm^{\prime}}\right) & =\arg \left(z^{k \pm}\right) \pm \theta
\end{align*}
$$
\]

where upper and lower signs should be read separately.

We shall physically interpret $\bmod z^{k \pm}$ as what we usually measure for positional coordinates, ${ }^{7}$ and $\arg z^{k \pm}$ are the electrical or internal coordinates. The transformations $U_{1}$ on $z^{k+}$ form circular group ${ }^{8}$ and will induce gauge transformations (a misnomer for rotations!) on field quantities.

The tensorial representation of $L_{4} \ddagger \times U_{1}$ would satisfy the following transformation rules:

$$
T_{r} \underbrace{r^{\prime i^{\prime}, \cdots+\cdots-\cdots} L_{i}}_{\cdot}=e^{i(t-t) \theta} \underbrace{a_{i}^{i_{i}^{\prime}} a_{\cdot j}^{i_{j}^{\prime}} \cdots}
$$

The tensor fields are defined by the following transformation properties:

$$
\begin{align*}
& =e^{i(t-b) \theta} \underbrace{a_{\cdot}^{i^{\prime}} a_{\cdot j}^{i^{\prime}} \cdots}_{\cdot} T^{i i^{\prime \cdot \cdot} \cdots \cdots}\left(z^{k+}, z^{k-}\right) .
\end{align*}
$$

In (2.4) the set of $4^{r}$ formal functions of complex variable $z^{k+}$ and $z^{k-}$ are assumed to be continuous, partially and totally differentiable in the domain of consideration. But these formal functions may not be analytic functions of four complex variables and need not satisfy Cauchy-Riemann conditions. The unimodular factor in front of right-hand side of (2.4) corresponds to gauge transformations.

The raising and lowering of indices are defined as follows:

$$
\begin{array}{ll}
A_{i}^{+} \stackrel{\text { def }}{=} \eta_{i i} A^{i+}, & A^{i+}=\eta^{i i} A_{i}^{+}  \tag{2.5}\\
A_{i-} \stackrel{\text { def }}{=} A_{i}^{+}, & A^{i-}=A_{+}^{i}
\end{array}
$$

so that expressions like $A_{i+} B^{i+}=A^{i-} B_{i-}=\eta_{i j} A^{i-} B^{i+}$ are invariant under $L_{4} \ddagger \times U_{1}$.

Tensorial representations of $L_{4} \ddagger \times U_{1}$ in (2.4) are in general reducible, and irreducible components can be obtained by applying permutations on indices according to the Young tableux. But these representations do not exhaust all irreducible representations and leave out spinorial representations.

[^36]Therefore, to obtain all irreducible representations we should recall the homomorphism $L_{4} \ddagger \sim c_{2}$, where $c_{2}$ is a two-dimensional unimodular group.

In their basic spaces of representations, $c_{2}, \bar{c}_{2}, U_{1}$ induce following transformations:
$c_{2}: V^{\prime \alpha}=c_{.}^{\alpha} V^{\beta} ; \quad \overline{c_{2}}: V^{\prime \alpha}=c_{\cdot \beta}^{\alpha} V^{\beta} ;$
$U_{1}: V^{\prime}=e^{i \theta} V, \quad \bar{V}^{\prime}=e^{-i \theta} \bar{V}, \operatorname{det}\left[c{ }_{. \beta}^{\alpha}\right]=1$,
where Greek indices take value $1,2$.
The $\left[(2 j+1)\left(2 j^{\prime}+1\right)\right]$-dimensional space of representation of $L_{4} \ddagger \times U_{1} \sim c_{2} \times \bar{c}_{2} \times U_{1}$ is spanned by monomials

$$
\begin{gather*}
P_{\left(k k^{\prime}\right)}=\frac{\left(V^{1}\right)^{2 i-k}\left(V^{2}\right)^{k}\left(V^{\mathrm{i}}\right)^{2 j^{\prime}-k^{\prime}}\left(V^{i}\right)^{k^{\prime}} V^{t} \bar{V}^{\prime \prime}}{\left[(2 j-k)!k!\left(2 j^{\prime}-k^{\prime}\right)!k^{\prime}!\right]^{\frac{1}{2}}}, \\
|k| \leq j, \quad\left|k^{\prime}\right| \leq j^{\prime} \tag{2.7}
\end{gather*}
$$

The transformation (2.6) induces the following transformations in monomials,

$$
\begin{align*}
& P_{\left(a a^{\prime}\right)}^{\prime}=\sum_{k} \sum_{k^{\prime}} D_{\left(a a^{\prime}\right)\left(k k^{\prime}\right)} P_{k k^{\prime}}, \\
& D_{\left(a a^{\prime}\right)\left(k k^{\prime}\right)}=e^{i\left(t-t^{\prime}\right) \theta} \\
& \times \sum_{k_{1}} \sum_{k_{3}} \frac{\binom{2 j-q}{k_{1}}\binom{q}{k-k_{1}}\binom{2 j^{\prime}-q^{\prime}}{k_{2}}\binom{q^{\prime}}{k^{\prime}-k_{2}}}{\left[(2 j-q)!q!\left(2 j^{\prime}-q^{\prime}\right)!q^{\prime}!\right]^{\frac{1}{2}}} \\
& \times\left(c_{._{1}}^{1}\right)^{2 i-q-k_{1}}\left(c_{{ }_{2}}^{1}\right)^{k_{1}}\left(c_{{ }_{-1}}^{2}\right)^{\varepsilon-k+k_{1}}\left(c_{-2}^{2}\right)^{k-k_{1}} \cdots \tag{2.8}
\end{align*}
$$

The $\left[(2 j+1)\left(2 j^{\prime}+1\right) \times(2 j+1)\left(2 j^{\prime}+1\right)\right]$-dimensional matrices $D_{\left(a a^{\prime}\right)\left(k k^{\prime}\right)}$ are irreducible representations of the group $L_{4} \ddagger \times U_{1}$. The transformations $D_{\left(e a^{\prime}\right)\left(k k^{\prime}\right)}$ are induced by (2.6) in the space spanned by the spinors $\psi^{\alpha_{2} \cdot \alpha_{2} ; \hat{\beta}_{1} \cdots \dot{\beta}_{2},+\cdots \cdots \cdots}$ which is symmetric into $2 j$ undotted and $2 j^{\prime}$ dotted indices.
Finite-dimensional representations of $L_{4} \ddagger \times U_{1}$ are not unitary because $L_{4} \ddagger$ is not compact, but there exist infinite-dimensional unitary representations ${ }^{\circ}$ of $L_{4} \ddagger \times U_{1}$.
The representation of infinitesimal $L_{4} \ddagger \times U_{1}$ transformations is of the following form:

$$
\begin{equation*}
D=I+\frac{1}{2} \epsilon^{a b} S_{a b}+i \epsilon \tau \tag{2.9}
\end{equation*}
$$

where $|\epsilon|>|\epsilon|^{2},\left|\epsilon^{a b}\right|>\left|\epsilon^{a b}\right|^{2} ; \tau$ is an integer, and also,

$$
\epsilon^{a b}=-\epsilon^{b a}, \quad S_{a b}=-S_{b a} .
$$

Lie-Cartan integrability conditions satisfied by infinitesimal operators $S_{a b}$ are ${ }^{10}$

[^37]\[

$$
\begin{aligned}
& {\left[S_{k p}, S_{m n}\right]=c_{k p, m n}^{* *} S_{r s},}
\end{aligned}
$$
\]

$$
\begin{aligned}
& g_{a b, c d} \stackrel{\text { def }}{=} \varepsilon_{a b, m n}^{r b} c_{c d, r d}^{m n}=4\left(\eta_{b c} \eta_{a d}-\eta_{b d} \eta_{c e}\right) \text {. }
\end{aligned}
$$

The fact that $\operatorname{det}\left[g_{a b, c d}\right] \neq 0$, and $g_{a b, c d}$ is not negative-definite shows that $L_{4} \ddagger$ (consequently $L_{4} \ddagger \times U_{1}$ ) is semisimple and noncompact. ${ }^{11}$

## III. WAVE EQUATIONS COVARIANT UNDER $L_{4} \ddagger \times U_{1}$

We take as the basic wave equation the linear first-order form

$$
\begin{equation*}
\left(\alpha^{k+} \partial_{k+}+\alpha^{k-} \partial_{k-}-i m I\right) \psi=0 \tag{3.1}
\end{equation*}
$$

where the matrices $\alpha^{k \pm}$ are required to be an irreducible representation of an abstract ring and

$$
\partial_{k \pm} \stackrel{\text { def }}{=} \frac{\partial}{\partial z^{k \pm}} .
$$

We shall derive the general commutation rules for the $\alpha^{k \pm}$ matrices from the condition of $L_{4} \ddagger \times U_{1}$ invariance which requires

$$
\begin{align*}
z^{\prime k} & =a_{l}^{k} z^{i \pm}, \\
\psi^{\prime} & =S \psi  \tag{3.2}\\
S \alpha^{k \pm} S^{-1} & =a_{l l}^{k} a^{l \pm}
\end{align*}
$$

The quantity $P \stackrel{\text { def }}{=} \alpha^{k+} p_{k+}+\alpha^{k-} p_{k-}$ undergoes the following transformation:

$$
\begin{align*}
P^{\prime} & =\alpha^{k+} p_{k+}^{\prime}+\alpha^{k-} p_{k-}^{\prime}  \tag{3.3}\\
& =S P S^{-1} .
\end{align*}
$$

As a matrix of finite degree, $P$ satisfies a minimal equation whose coefficients are polynomials in $p_{k \pm}$. But (3.3) shows that the minimal equation is invariant under $L_{4} \ddagger \times U_{1}$, so that it contains $p_{k \pm}$ in the invariant combination $|p|^{2} \stackrel{\text { dof }}{=} \eta^{k l} p_{k+} p_{l-}$.

The minimal equations containing even or odd powers of $P$ can be written in the factorized forms, respectively, as

$$
\begin{align*}
\left(P^{2}-a_{1} I|p|^{2}\right)\left(P^{2}\right. & \left.-a_{2} I|p|^{2}\right) \cdots \\
& \times\left(P^{2}-a_{2 n} I|p|^{2}\right)=0 \tag{3.4}
\end{align*}
$$

and $\quad P\left(P^{2}-a_{2} I|p|^{2}\right)\left(P^{2}-a_{3} I|p|^{2}\right) \cdots$

$$
\times\left(P^{2}-a_{2 n+1} I|p|^{2}\right)=0
$$

[^38]We can express these equations in the following way:

$$
\begin{aligned}
& {\left[\alpha^{k+} \alpha^{I+} p_{k+} p_{l+}+\alpha^{k-} \alpha^{l-} p_{k-} p_{l-}\right.} \\
& \left.\quad+\left(\alpha^{k+} \alpha^{l-}+\alpha^{k-} \alpha^{k+}-a_{1} I \eta^{k l}\right) p_{k+} p_{t-}\right] \\
& \quad \times\left[\alpha^{m+} \alpha^{n+} p_{m+} p_{n+}+\alpha^{m-} \alpha^{n-} p_{m-} p_{n-}\right. \\
& \left.\quad+\left(\alpha^{m+} \alpha^{n-}+\alpha^{n-} \alpha^{m+}-a_{2 n} I \eta^{m n}\right) p_{m+} p_{n-1}\right]=0
\end{aligned}
$$

or $P$ times this is zero. Since these are true for all complex numbers $p_{k \pm}$, the coefficient of each term of the matrix-polynomial equation must vanish, that is

$$
\begin{gather*}
\sum_{Q} \alpha^{k+} \alpha^{l+} \cdots \alpha^{m+} \alpha^{n+}=0 \\
\sum_{Q} \alpha^{k-} \alpha^{l-} \cdots \alpha^{m-} \alpha^{n-}=0,  \tag{3.5}\\
\sum_{\mathbb{Q}}\left(\alpha^{k+} \alpha^{l-}+\alpha^{l-1} \alpha^{k+}-a_{1} I \eta^{k l}\right) \cdots \\
\times\left(\alpha^{m+} \alpha^{n-1}+\alpha^{n-\cdots} \alpha^{m+}-a_{2 n} I \eta^{m n}\right)=0,
\end{gather*}
$$

or $\alpha^{i \pm}$ times (3.5), and here $\sum_{\rho}$ denotes summation over similar terms with all possible permutations of the indices $k \pm, l \pm, m \pm, n \pm$.

As an example let us study the minimal equation

$$
\begin{equation*}
P^{2}-I|p|^{2}=0 \tag{3.6}
\end{equation*}
$$

which corresponds to the generalization of the Dirac equation. The corresponding $\alpha^{k \pm}$, according to (3.5), satisfy

$$
\begin{align*}
& \alpha^{k+} \alpha^{l+}+\alpha^{l+} \alpha^{k+}=\alpha^{k-} \alpha^{l-}+\alpha^{l-} \alpha^{k-}=0  \tag{3.7}\\
& \alpha^{k+} \alpha^{l-}+\alpha^{l-} \alpha^{k+}=\eta^{k l} I .
\end{align*}
$$

The irreducible representations of $\alpha^{k \pm}$ satisfying (3.7) are ( $16 \times 16$ )-dimensional matrices, explicitly displayed in the following.

$$
\begin{align*}
& \alpha^{1+}=\left(\begin{array}{ll}
0 & i \\
0 & 0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \alpha^{1-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \alpha^{2+}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0
\end{array}\right), \\
& \alpha^{2-}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
0 & 0 \\
i & 0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),  \tag{3.8}\\
& \alpha^{3+}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \alpha^{3-}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
0 & 0 \\
i & 0 \\
0
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \\
& \alpha^{4+}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
0 & 1 \\
0 & 1 \\
0
\end{array}\right), \\
& \alpha^{4-}=\left(\begin{array}{cc}
1 & -0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0
\end{array}\right) .
\end{align*}
$$

The generalization of Duffin-Kemmer matrices for the case of spin-zero particles has the following ( $9 \times 9$ )-dimensional irreducible representation:


These satisfy the relations

$$
\begin{gather*}
\alpha^{i \pm} \alpha^{i \pm} \alpha^{k \pm}+\alpha^{i \pm} \alpha^{i \pm} \alpha^{k \pm}+\alpha^{i \pm} \alpha^{k \pm} \alpha^{i \pm}+\alpha^{k \pm} \alpha^{i \pm} \alpha^{i \pm} \\
+\alpha^{i \pm} \alpha^{k \pm} \alpha^{i \pm}+\alpha^{k \pm} \alpha^{i \pm} \alpha^{i \pm}=0,  \tag{3.10}\\
\alpha^{i \pm} \alpha^{i \ddagger} \alpha^{k \pm}+\alpha^{i \neq} \alpha^{i \pm} \alpha^{k \pm}+\alpha^{i \pm} \alpha^{k \pm} \alpha^{i \mp}+\alpha^{k \pm} \alpha^{i \ddagger} \alpha^{i \pm} \\
+\alpha^{i \ddagger} \alpha^{k \pm} \alpha^{i \pm}+\alpha^{k \pm} \alpha^{i \pm} \alpha^{i \mp}=\eta^{i j} \alpha^{k \pm}+\eta^{k i} \alpha^{i \pm} .
\end{gather*}
$$

To construct the energy-momentum-stress tensor and charge-current vector for a wave field $\psi$, we need a nonsingular matrix $\Lambda$ such that

$$
\begin{equation*}
\left(\alpha^{k \mp}\right)^{\dagger}=\Lambda \alpha^{k \mp} \Lambda^{-1} \tag{3.11}
\end{equation*}
$$

If such a matrix should exist it can be chosen Hermitian because $\left(\Lambda^{\dagger}\right)^{-1}$ commutes with all the irreducible $\alpha^{k \pm}$ from (3.9), and therefore, must be a multiple of the unit matrix.

For the set of matrices in (3.8) the corresponding $\Lambda$ is given by

$$
\begin{align*}
& \Lambda=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \\
& \times\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) \times\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \tag{3.12}
\end{align*}
$$

Before concluding this section we should mention that the problem of finding all wave equations covariant under $L_{4} \ddagger \times U_{1}$ hinges on the solution of the equation

$$
\begin{equation*}
\left[S_{a b}, \alpha^{k \pm}\right]=\delta_{{ }_{a}}^{k} \eta_{b i} \alpha^{l \pm}-\delta_{{ }_{b}}^{k} \eta_{a l} \alpha^{l \pm}, \tag{3.13}
\end{equation*}
$$

together with the first one of the equations (2.10).

## IV. THE LAGRANGIAN FORMALISM

In this section we shall consider 15-parameter inhomogeneous linear transformations of the type

$$
\begin{equation*}
z^{k^{\prime} \pm}=a^{k \pm}+a_{\cdot m}^{k} e^{+i \theta} z^{m \pm} \tag{4.1}
\end{equation*}
$$

Tensor fields transform like (2.4) under (4.1). The infinitesimal version of (4.1) is

$$
\begin{align*}
& z^{k^{\prime \pm}}=\epsilon^{k \pm}+\left(\delta_{\cdot m}^{k}+\epsilon_{\cdot m}^{k}\right)(1 \pm i \epsilon) z^{m \pm},  \tag{4.2}\\
& \delta z^{k \pm} \stackrel{\text { def }}{=} z^{k^{\prime} \pm \prime}-z^{k \pm}=\epsilon^{k \pm}+\epsilon_{\cdot m^{k}} z^{m \pm} \pm i \epsilon \varepsilon^{k \pm},
\end{align*}
$$

where $\left|\epsilon^{k \pm}\right|,\left|\epsilon_{. m}^{k}\right|,|\epsilon|$ are small positive numbers. Under (3.2), the tensor field ${ }^{12} \varphi^{\bullet}\left(z^{+}, z^{-}\right)$suffers infinitesimal transformation and the local variation is

$$
\begin{align*}
\delta \varphi \stackrel{\text { def }}{=} \varphi^{\prime \cdot}\left(z^{+^{\prime}},\right. & \left.z^{-}\right)-\varphi^{\bullet} \cdot\left(z^{+}, z^{-}\right) \\
& =\left(\frac{1}{2} \epsilon^{a b} S_{a b}+i \epsilon \tau\right) \varphi^{\bullet}\left(z^{+}, z^{-}\right) \tag{4.3}
\end{align*}
$$

neglecting $O\left[\epsilon^{2},\left(\epsilon^{a b}\right)^{2}\right]$ terms. The substantial variation is defined as

$$
\begin{align*}
& \bar{\delta}_{\varphi} \cdot \stackrel{\text { def }}{=} \varphi^{\prime \cdot}\left(z^{+}, z^{-}\right)-\varphi^{\bullet}\left(z^{+}, z^{-}\right) \\
&=- \epsilon^{k+} \partial_{k+} \varphi^{\bullet}-\epsilon^{k-} \partial_{k-} \varphi \cdot+\frac{1}{2} \epsilon^{a b}\left[S_{a b, .}\right. \\
&\left.\quad-z_{[b}^{+} \partial_{a l+}-z_{1 b}^{-} \partial_{a l}\right] \varphi^{\prime} \\
& \quad+i \epsilon\left[\tau-z^{k+} \partial_{k+}+z^{k-} \partial_{k-}\right] \varphi \tag{4.4}
\end{align*}
$$

where

$$
z_{\text {lb }}^{+} \partial_{a 1+} \stackrel{\text { dof }}{=} z_{b}^{+} \partial_{a+}-z_{a}^{+} \partial_{b+},
$$

and we have neglected higher-order terms.
We define the invariant action integral for field quantities as
$A \stackrel{\text { def }}{=} \int_{\Omega} \cdots \int_{\bar{a}} \cdots d^{4} z^{+} d^{4} z^{-} L$

$$
\begin{equation*}
\times\left[\varphi^{\cdot}, \bar{\varphi}^{\cdot}, \partial_{k+} \varphi^{\cdot}, \partial_{k-} \varphi^{\cdot}, \partial_{k+\bar{\varphi}} \cdot{ }^{\cdot}, \partial_{k-} \bar{\varphi}^{\cdot}\right] \tag{4.5}
\end{equation*}
$$

In each plane the contour of integration may be chosen as $c: \arg z^{+}=\frac{1}{4} \pi, \bar{c}: \arg z^{-}=-\frac{1}{4} \pi$.

Functions $\varphi^{\cdot \cdot}\left(z^{+}, z^{-}\right)$and $\bar{\varphi}^{\cdot}\left(z^{-}, z^{+}\right)$are assumed to be continuous and to have up to second-order partial derivatives with respect to $z^{k+}, z^{k-}$ in the domain of consideration $\Omega, \bar{\Omega}$. The domain $\Omega, \bar{\Omega}$ defines a simply connected region in the eight-dimensional space spanned by $\operatorname{Re} z^{k+}, \operatorname{Im} z^{k+}$. We do not consider $\varphi^{\cdot \cdot}$ 's as analytic functions of four complex variables, because in that case the variational principle $\delta A=0$ would yield integro-differential equations instead of partial differential equations. Besides, $\varphi^{\cdot \cdot}$ 's would have to satisfy the extra conditions of analyticity.

[^39]If we apply the variational principle

$$
\begin{aligned}
\delta A=0, \quad \delta \varphi \cdot[\sigma(\Omega)] & =\delta \bar{\varphi} \cdot[\bar{\sigma}(\bar{\Omega})]=\delta \varphi^{\cdots}[\bar{\sigma}(\bar{\Omega})], \\
& =\delta \bar{\varphi} \cdots[\sigma(\Omega)]=0,
\end{aligned}
$$

where $\sigma, \bar{\sigma}$ implies a regular hypersurface that encloses the eight-dimensional domain defined by $\Omega, \bar{\Omega}$, then we obtain the following field equation

$$
\begin{align*}
& \partial_{k+} \frac{\partial L}{\partial \partial_{k+} \varphi^{*}}+\partial_{k-} \frac{\partial L}{\partial \partial_{k}-\varphi^{*}}-\frac{\partial L}{\partial \varphi^{*}}=0,  \tag{4.6}\\
& \partial_{k+} \frac{\partial L}{\partial \partial_{k+\bar{\varphi}^{*}} \cdot}+\partial_{k-} \frac{\partial L}{\partial \partial_{k-}-\cdots}-\frac{\partial L}{\partial \bar{\varphi}^{*} \cdot}=0 .
\end{align*}
$$

The invariance of the action integral (4.5) under infinitesimal transformations (4.2) yield

$$
\begin{align*}
& \int_{\mathrm{a}} \cdots \int_{\bar{\Omega}} \cdots d^{4} z^{+} d^{4} z^{-}\left[\partial _ { k + } \left(\frac{\partial L}{\partial \partial_{k+\varphi}}{ }^{\prime} \bar{\delta}_{\varphi} . .\right.\right. \\
& \left.+\frac{\partial L}{\partial \partial_{k+\varphi} \bar{\varphi}^{\prime \cdot}} \bar{\delta}_{\bar{\varphi}} \cdot \cdot+L \delta z^{k+}\right)+\partial_{k-}\left(\frac{\partial L}{\partial \partial_{k-} \varphi^{\prime \cdot}} \bar{\delta}_{\varphi} \cdot .\right. \\
& \left.\left.+\frac{\partial L}{\partial \partial_{k-}-\bar{\varphi}} \bar{\delta} \bar{\varphi} \cdot \cdot+L \delta z^{k-}\right)\right]=0, \tag{4.7}
\end{align*}
$$

where we have neglected the second-order terms. Because (4.7) is valid for arbitrary $\Omega, \bar{\Omega}$ we obtain Noether's theorems by putting the integrand to zero, i.e.,

$$
\begin{align*}
& \partial_{k+}\left(\frac{\partial L}{\partial \partial_{k+\varphi}} \bar{\varphi}_{\varphi} \cdot \cdot+\frac{\partial L}{\partial \partial_{k+\bar{\varphi}} \cdot \bar{\delta} \bar{\varphi} \cdot}+L \delta z^{k+}\right) \\
& \quad+\partial_{k-}\left(\frac{\partial L}{\partial \partial_{k-} \varphi^{\cdot}} \bar{\delta}_{\varphi} \cdot \cdot+\frac{\partial L}{\partial \partial_{k-\bar{\varphi}} \cdot \cdot} \bar{\delta}_{\bar{\varphi}} \cdot \cdot+L \delta z^{k-}\right)=0 . \tag{4.8}
\end{align*}
$$

If we consider the case when $\epsilon^{k \pm} \neq 0, \epsilon^{a b}=0$, $\epsilon=0$, then (4.8) yields differential energy-momentum conservations as

$$
\begin{align*}
& \partial_{k+} T_{\cdot m+}^{k+}+\partial_{k-} T_{\cdot m+}^{k-}=0, \\
& \partial_{k-} T_{\cdot m-}^{k-}+\partial_{k+} T_{\cdot m-}^{k+}=0, \tag{4.9}
\end{align*}
$$

$T_{.{ }_{m \pm} \pm}^{k+} \stackrel{\text { def }}{=} \frac{\partial L}{\partial \partial_{k \pm} \varphi} \cdot \partial_{m \pm} \cdot \cdot+\frac{\partial L}{\partial \partial_{k \pm} \bar{\varphi}} \cdots \partial_{m \pm} \bar{\varphi}-\delta_{. m}^{k} L$,
$T_{\cdot m \bar{F}}^{k \pm} \stackrel{\text { def }}{=} \frac{\partial L}{\partial \partial_{k \pm} \varphi} \cdots \partial_{m \mp} \neq \varphi+\frac{\partial L}{\partial \partial_{k \pm} \bar{\varphi}} \cdots \partial_{m \mp} \cdots$.
With $\epsilon^{k \pm}=0, \epsilon^{a b} \neq 0, \epsilon=0$, from (4.8) we obtain differential angular momentum conservations as
$\partial_{k+}\left[\frac{\partial L}{\partial \partial_{k+} \varphi} \cdots\left(S_{a \dot{u} . .}-z_{l b}^{+} \partial_{a!+}-z_{[b}^{-} \partial_{a\rfloor-}\right) \varphi^{\ldots}\right.$
$\left.+\frac{\partial L}{\partial \partial_{k+} \bar{\varphi}^{\cdot \cdot}}\left(S_{a \dot{b} . .}-z_{l b}^{+} \partial_{a l+}-z_{[b}^{-} \partial_{a 1}\right) \stackrel{\varphi}{\varphi}+L \delta_{\cdot \mid a}^{k} z_{b]}^{+}\right]$

$$
\begin{align*}
& +\partial_{k-}\left[\frac{\partial L}{\partial \partial_{k-} \varphi \cdot}\left(S_{a \dot{b} . .}-z_{[b}^{+} \partial_{a \mid+}-z_{[b}^{-} \partial_{a!-}\right) \varphi^{\cdot \cdot}\right. \\
& \left.+\frac{\partial L}{\partial \partial_{k-}-\cdots}\left(S_{a b . .}^{\cdot}-z_{l b}^{+} \partial_{a l+}-z_{[b}^{-} \partial_{a \mid-}\right) \bar{\varphi}^{\cdot \cdot}+L \delta_{\cdot \mid a}^{k} z_{b]}^{-}\right]=0 \tag{4.10}
\end{align*}
$$

With $\epsilon^{k \pm}=0, \epsilon^{a b}=0, \epsilon \neq 0$, we obtain the differential conservation of electrical charge-current as

$$
\begin{align*}
\partial_{k}+j^{k+}+\partial_{k}-j^{k-} & =0 \\
j^{k \equiv} & \stackrel{\text { def }}{=} \pm i \epsilon\left[\frac { \partial L } { \partial \partial _ { k \pm } \varphi ^ { \cdot \cdot } } \left(\tau-z^{m-} \partial_{m-}\right.\right. \\
& \left.+z^{m+} \partial_{m+}\right) \varphi^{\cdot}-\frac{\partial L}{\partial \partial_{k \pm} \bar{\varphi}^{\cdot \cdot}}\left(\tau-z^{m+} \partial_{m+}\right. \\
& \left.\left.+z^{m-} \partial_{m-}\right) \bar{\varphi} \cdot z^{k \pm} L\right] . \tag{4.11}
\end{align*}
$$

If we assume the invariance of action integral under the infinitesimal phase transformation ${ }^{13}$

$$
\begin{aligned}
& \varphi^{\prime \cdot}=\varphi \cdot e^{i \epsilon}=\varphi \cdot(1+i \epsilon)+O\left(\epsilon^{2}\right) \\
& \bar{\varphi}^{\prime \cdot}=\bar{\varphi} \cdot e^{-i \epsilon}=\bar{\varphi} \cdot(1-i \epsilon)+O\left(\epsilon^{2}\right),
\end{aligned}
$$

then we obtain the differential conservation of the density current as

$$
\begin{gather*}
\partial_{k+} n^{k+}+\partial_{k-} n^{k-}=0  \tag{4.12}\\
n^{k \pm}= \pm i\left[\frac{\partial L}{\partial \partial_{k \pm \varphi^{\prime}} \cdot} \varphi^{\cdot}-\frac{\partial L}{\partial \partial_{k \pm} \bar{\varphi}^{\cdot \cdot}} \bar{\varphi}^{\cdot \cdot}\right]
\end{gather*}
$$

## V. THE COMPLEX SCALAR FIELD

We shall illustrate the Lagrangian formalism by the example of the complex scalar field. The Lagrangian we choose is
$L=\eta^{k m} \partial_{k+} \varphi^{+}\left(z^{+}, z^{-}\right) \partial_{m-} \varphi^{-}\left(z^{-}, z^{+}\right)-m^{2} \varphi^{+} \varphi^{-}$.
Field equations (3.6) derived from (4.1) yield

$$
\begin{equation*}
\left(\eta^{k a} \partial_{k+} \partial_{q-}+m^{2}\right) \varphi^{ \pm}=0 . \tag{5.2}
\end{equation*}
$$

This is the generalization of the usual Klein-Gordon equation into the complex space-time. ${ }^{14}$

The canonical energy-momentum-stress tensor, the electric charge-current vector and the density current vector for this field can be obtained from

[^40](4.1), (3.9), (3.11), (3.12), and they are
\[

$$
\begin{align*}
T_{\cdot m-}^{k-}= & T_{\cdot m+}^{k+}=\eta^{k a}\left(\partial_{a-} \varphi^{-} \partial_{m+} \varphi^{+}\right) \\
& \quad-\delta_{\cdot m}^{k} \eta^{a b}\left(\partial_{a+} \varphi^{+} \partial_{b-} \varphi^{-}-m^{2} \varphi^{+} \varphi^{-}\right), \\
j^{k \pm}= & i \epsilon\left[ \pm \eta^{k a} \partial_{a \mp} \varphi^{\mp}\left(1-z^{p-} \partial_{p-}+z^{p+} \partial_{D^{+}+}\right) \varphi^{ \pm}\right. \\
& \left.\quad+z^{k \pm} \eta^{a b}\left(\partial_{a+} \varphi^{+} \partial_{b-} \varphi^{-}-m^{2} \varphi^{+} \varphi^{-}\right)\right], \\
n^{k \pm}= & i \eta^{k a}\left[\partial_{\Omega \mp} \varphi^{\mp} \varphi^{ \pm}\right] . \tag{5.3}
\end{align*}
$$
\]

Assuming suitable restrictions, the Fourier integral theorem ${ }^{18}$ for the functions $\varphi^{ \pm}$is ${ }^{16}$

$$
\begin{gather*}
\varphi^{ \pm}\left(z^{+}, z^{-}\right)=\frac{1}{(2 \pi)^{4}} \int \cdots \int \cdots d^{4} p_{+} d^{4} p_{-} a^{ \pm}\left(p^{+}, p^{-}\right) \\
\times \delta\left(\eta^{i} p_{i+} p_{i-}-m^{2}\right) e^{ \pm i\left(p_{i+z^{i}}^{\left.i+p_{i}-i^{i-}\right)}\right.} \tag{5.4}
\end{gather*}
$$

The Green's functions for the partial differential equation (5.2) are

$$
\begin{align*}
& G_{(a)}\left(z^{+}, z^{-} ; z^{\prime+}, z^{\prime-}\right) \\
& =\frac{1}{(2 \pi)^{8}} \int \cdots \int_{c(a)} \int \cdots \int_{\bar{c}(\mathrm{a})} d^{4} p_{+} d^{4} p_{-} \\
& \times \frac{\left.e^{i\left(p_{k}+\left(s^{k}+-\varepsilon^{\prime} k+\right)+p_{k-}\left(z^{k}--s^{\prime} k-\right)\right.}\right)}{-\eta^{i j} p_{i+} p_{i-}+m^{2}}, \tag{5.5}
\end{align*}
$$

where $c_{a}, \bar{c}_{a}$ are different possible contours in complex $p_{4+}$ or $p_{4-}$ plane.

If we assume single-valuedness of $\varphi^{*}$ in 4 complex planes, and some more suitable restrictions, ${ }^{17}$ then the Fourier-Bessel integral theorem for $\varphi^{ \pm}$can be written as

$$
\begin{align*}
& \varphi^{ \pm}=\int_{0}^{\infty} \cdots \int_{0}^{\infty} d^{4} k k_{1} k_{2} k_{3} k_{4} \\
& \times \sum_{n_{1}=-\infty}^{\infty} \cdots \sum_{n_{4}=-\infty}^{\infty} a_{n_{3 n} n_{3} n_{0}}\left(k_{1}, k_{2}, k_{3}, k_{4}\right) \\
& \times J_{n_{s}}\left(2 k_{1} r^{1}\right) J_{n_{4}}\left(2 k_{2} r^{2}\right) J_{n_{s}}\left(2 k_{3} r^{3}\right) J_{n_{s}}\left(2 k_{4} r^{4}\right) \\
& \times e^{ \pm i\left(n_{1} \theta^{1}+n_{2} \theta^{2}+n_{n} \theta^{\theta}+n_{0} \theta^{+}\right)} \delta\left(\eta^{i i} k_{i} k_{i}-m^{2}\right), \tag{5.6}
\end{align*}
$$

where $z^{k \pm}=r^{k} e^{ \pm i \theta^{*}}$ ( $k$ not to be summed).
Furthermore, if $\varphi^{ \pm}$does not depend on $\theta^{k}$ s, then (5.6) can be simplified
$\varphi^{ \pm}=\int_{0}^{\infty} \cdots \int_{0}^{\infty} d^{4} k k_{1} k_{2} k_{3} k_{4} a\left(k_{1}, k_{2}, k_{3}, k_{4}\right) J_{0}\left(2 k_{1} r^{1}\right)$

$$
\begin{equation*}
\times J_{0}\left(2 k_{2} r^{2}\right) J_{0}\left(2 k_{3} r^{3}\right) J_{0}\left(2 k_{1} r^{4}\right) \cdot \delta\left(\eta^{i i} k_{i} k_{i}-m^{2}\right) . \tag{5.7}
\end{equation*}
$$

Also, associated Green's functions can be expressed in the following form:

[^41]\[

$$
\begin{align*}
G_{(a)}\left(r, r^{\prime}\right)= & \int_{0}^{\infty} \cdots \int_{c(a)} d^{4} k k_{1} k_{2} k_{3} k_{4} J_{0}\left(2 k_{1} r^{\mathrm{l}}\right) \\
& \times J_{0}\left(2 k_{2} r^{2}\right) J_{0}\left(2 k_{3} r^{3}\right) J_{0}\left(2 k_{4} r^{4}\right) \\
& \times J_{0}\left(2 k_{1} r^{\prime \prime}\right) J_{0}\left(2 k_{2} r^{\prime 2}\right) J_{0}\left(2 k_{3} r^{\prime 3}\right) \\
& \times J_{0}\left(2 k_{4} r^{\prime 4}\right)\left(-\eta^{i i} k_{i} k_{i}+m^{2}\right)^{-1} . \tag{5.8}
\end{align*}
$$
\]

## VI. THE COVARIANT WAVEFIELD

For a covariant wavefield the Lagrangian is chosen to be

$$
\begin{align*}
L= & \frac{1}{2 i}\left[\left(\partial_{k+} \Psi\right) \alpha^{k+} \psi+\left(\partial_{k-} \Psi\right) \alpha^{k-} \psi\right. \\
& \left.-\Psi \alpha^{k+} \partial_{k+} \psi-\Psi \alpha^{k-} \partial_{k-} \psi\right]+m \psi I \psi, \tag{6.1}
\end{align*}
$$

where $\alpha^{k \pm}$ satisfy (3.5) and $\psi \stackrel{\text { dot }}{=} \psi^{\dagger} \Lambda$.
The field equations (4.6) derived from (6.1) are

$$
\begin{align*}
\left(\alpha^{k+} \partial_{k+}+\alpha^{k-} \partial_{k-}-i m I\right) \psi & =0  \tag{6.2}\\
\left(\partial_{k+} \Psi \alpha^{k+}+\partial_{k-} \psi \alpha^{k-}+i m \Psi I\right) & =0
\end{align*}
$$

The energy-momentum-stress tensor, charge-current vector, number-current vector calculated by (4.9), (4.11), (4.12) from (6.1) are, respectively,

$$
\begin{align*}
& T_{\cdot m \pm}^{k \pm}=\frac{1}{2 i}\left[\left(\partial_{m \pm} \bar{\psi}\right) \alpha^{k \pm} \psi-\Psi \alpha^{k \pm} \partial_{m \pm} \psi\right]-\delta_{. m}^{k} L, \\
& T_{\cdot m \mp}^{k \pm}=\frac{1}{2 i}\left[\left(\partial_{m \mp} \bar{\psi}\right) \alpha^{k \pm} \psi-\Psi \alpha^{k \pm} \partial_{m \mp} \psi\right], \\
& j^{k \pm}= \pm \epsilon\left[\psi \alpha^{k \pm}\left(\tau-z^{l-} \partial_{l-}+z^{l+} \partial_{l+}\right) \psi\right.  \tag{6.3}\\
& \left.+\left(\tau-z^{l+} \partial_{l+}+z^{l-} \partial_{l-}\right) \psi \cdot \alpha^{k \pm} \psi+2 i z^{k \pm} L\right], \\
& n^{k \pm}= \pm \psi \alpha^{k \pm} \psi .
\end{align*}
$$

The Green's functions corresponding to the ma-trix-differential equations (6.2) are

$$
\begin{equation*}
S_{(a)}\left(z^{+}, z^{-} ; z^{\prime+}, z^{\prime-}\right)=\frac{1}{(2 \pi)^{8}} \int \cdots \int_{c(0)} d^{4} p_{+} d^{4} p_{-} \tag{6.4}
\end{equation*}
$$

where $P$ has been defined in (3.3).
For the set of matrices in (3.8), the Green's functions (6.4) go over

$$
\begin{align*}
& S_{(a)}\left(z^{+}, z^{-} ; z^{\prime+}, z^{\prime-}\right)=\frac{1}{(2 \pi)^{8}} \int \cdots \\
& \quad \times \int_{c(a)} d^{4} p_{+} d^{4} p_{-} \frac{i(P+m I)}{-\eta^{a b} p_{a+} p_{b-}+m^{2}} \\
& \quad \times e^{i\left(p_{i+( }+z^{\left.i+-z^{\prime}++\right)+p_{i-( }\left(z^{\left.i--z^{\prime}-i\right)}\right.}\right.} .
\end{align*}
$$

For the case when $\alpha^{k \pm}$ are given by (3.8) we can
introduce consistently the electromagnetic inter-
$\sum_{k=1}^{4}\left\{\underline{\alpha}^{k}\left[\frac{\partial}{\partial r^{k}}+i \in A_{k}(r)\right]+\alpha_{v}^{k} \frac{q_{k}}{r^{k}}-i m I\right\} x=0, ~$ action by generalizing (6.2) to

$$
\begin{gather*}
\sum_{k=1}^{4}\left\{\alpha^{k+} e^{-i \theta_{k}}\left[\frac{\partial}{\partial r^{k}}-\frac{i}{r^{k}} \frac{\partial}{\partial \theta^{k}}+i \epsilon A_{k}(r)\right]+\alpha^{k-} e^{i \theta_{k}}\right. \\
\left.\times\left[\frac{\partial}{\partial r^{k}}+\frac{i}{r^{k}} \frac{\partial}{\partial \theta^{k}}+i \in A_{k}(r)\right]-i m I\right\} \psi=0, \tag{6.5}
\end{gather*}
$$

where $2 z^{k \pm}=r^{k} e^{ \pm i \theta_{k}}$ ( $k$ not summed).
If we choose a special form of $\psi$, namely $\psi=\psi(r)$, then (6.5) goes over to

$$
\begin{equation*}
\left\{\underline{\alpha}^{k}\left[\frac{\partial}{\partial r^{k}}+i \epsilon A_{k}(r)\right]-i m I\right\} \psi=0 \tag{6.6}
\end{equation*}
$$

where

$$
\begin{gather*}
\underline{\alpha}^{k} \stackrel{\text { def }}{=} \alpha^{k+} e^{-i \theta_{\lambda}}+\alpha^{k-} e^{i \theta_{k}} \quad(k \text { not summed }) \\
\underline{\alpha}^{k} \underline{\alpha}^{2}+\underline{\alpha}^{l} \underline{\alpha}^{k}=2 \eta^{k l} I . \tag{6.7}
\end{gather*}
$$

The last equation shows that (6.6) is equivalent to the Dirac equation and ( $16 \times 16$ )-dimensional representations of $\alpha^{k \prime}$ s must be reducible.

Choosing another special form of $\psi$, namely $\psi=$ $\chi(r) e^{i \sigma_{c} \theta_{4}}\left(q_{\mathrm{a}}\right.$ 's are integers), (6.5) yields
where
$\alpha_{i}^{k} \stackrel{\text { def }}{=} \alpha^{k+} e^{-i \theta_{k}}-\alpha^{k-} e^{i \theta_{k}} \quad$ ( $k$ not summed),

$$
\begin{align*}
& \alpha_{0}^{k} \alpha_{v}^{l}+\alpha_{0}^{l} \alpha_{0}^{k}=-2 \eta^{k l} I, \\
& \alpha_{0}^{k} \alpha_{1}^{l}+\underline{\alpha}^{l} \alpha_{v}^{k}=0 . \tag{6.9}
\end{align*}
$$

The corresponding second-order equation is
$\left[\sum_{k} \sum_{i}\left\{\eta^{k l}\left(\frac{\partial}{\partial r^{k}}+i \epsilon A_{k}\right)\left(\frac{\partial}{\partial r^{i}}+i \epsilon A_{l}\right)-\frac{q_{k} q_{l}}{r^{k} r^{2}}\right.\right.$
$\left.\left.+\frac{i \epsilon}{4} \underline{\alpha}^{[k} \underline{\alpha}^{l]} F_{k l}\right\}-\sum_{k} \underline{\alpha}^{k} \alpha_{v}^{k} \frac{q_{k}}{\left(r^{k}\right)^{2}}+m^{2} I\right] x=0$,
where

$$
F_{k l} \stackrel{\text { def }}{=} \frac{\partial A_{l}}{\partial r^{k}}-\frac{\partial A_{k}}{\partial r^{t}} .
$$

Both (6.8) and (6.10) contains terms which reveal slightly anistropy in the physical space spanned by four $r^{k}$ s.

This concludes the discussion on classical fields in complex space-time, and we shall give the quantized version of the theory in the following paper.
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#### Abstract

In this paper a covariant quantization of complex space-time is proposed. As a consequence of this quantization each of the four real coordinates can take discrete values $n^{3 l}$, and furthermore, measurements of these coordinates are noninterfering with each other. Next the general theory of quantized free fields is developed in the background of quantized space-time. As an example the case of complex scalar field has been dealt with and it is found that the resulting Green's functions are nonsingular.


## I. INTRODUCTION

TTHE divergence difficulties in the quantum field theory are as old as the theory itself. These difficulties are temporarily avoided by formal renormalization procedures. However, subtraction of infinities is not to everyone's taste, besides such approaches lack universal applicability. In recent years this problem has again been side-tracked by the dispersion theory which through ingenious efforts of many has led to the better understanding of elementary processes, especially in the field of strong interactions. But in our opinion, the complete understanding of the microworld can only come through the satisfactory solution of the classical divergence problem which unfortunately still survives. The present effort is to achieve this end. The basic idea, which is nothing new, is to introduce a fundamental length ${ }^{1-3}$ or time into the physical theory in a covariant manner. Attempts along similar directions have been made previously either by introducing a microstructure in space-time ${ }^{4,5}$, or by assuming nonlocal interactions ${ }^{6}$ or nonlocal fields. ${ }^{7-13}$

Despite these endeavors, no fully developed quan-

[^42]tum theory of field exists which incorporates the concept of fundamental length satisfactorily. In 1960 an attempt to formulate exhaustively the quantum field theory in the background of discrete space-time where each coordinate assumed discrete value $\pm n l$ was made. ${ }^{14}$ There, serious divergences were eliminated in a mathematically consistent way. However, the partial difference equations which replaced usual partial differential equations did not satisfy Lorentz covariance, though the basic cellular spacetime structure was integral Lorentz-invariant. ${ }^{5}$ There seems to be no other way to formulate the convergent, covariant field theory except by the quantization of space-time with the introduction of coordinate operators. To restrict the multitude of possibilities, the following plausible conditions on the quantization are imposed: (1) Measurements of four real coordinates should be compatible or noninterfering; (2) the eigenvalue spectrum of the position operators should necessarily assume denumerable infinite number of values; (3) the quantization rules should be preferably covariant under the combined Lorentz and gauge (or, iso-) groups. Several trials ${ }^{15}$ gave the simplest possible quantization satisfying the above criteria as $\left[Z^{k+}, Z^{i-}\right]=l^{2} \eta^{k l} I$ and resulted in the quantization of space-time lattices in discrete values $n^{\frac{1}{2}} l$ for each coordinate. Snyder's ${ }^{4}$ quantization does not satisfy any of the above conditions, and Yukawa's ${ }^{13}$ quantization, although formally similar to that presented in this paper, differs widely in its subsequent development.

Green's functions which are not vitiated by the presence of any singularity, are arrived from the study of scalar fields in this discrete space-time. Moreover, the plane wave associated with a free

[^43]particle in usual theory, is replaced by a plane wave damped with respect to distance, time, wavenumber, and frequency.

## II. FIELD OPERATORS AND STATE VECTORS IN HILBERT SPACE

Units are so chosen that $\hbar=c=l=1$ and all physical quantities are expressed as pure numbers.

Consider the inhomogeneous linear transformations

$$
\begin{equation*}
Z^{\prime k \pm}=a^{k \pm}+a_{. l}^{k} Z^{l \pm} \tag{2.1}
\end{equation*}
$$

where $a_{.}^{k}$ belongs to $L_{4} \ddagger$. The group defined in (2.1) possesses infinite-dimensional unitary representations. ${ }^{16}$ Consider infinite-dimensional-product Hilbert space $H_{I I I}=H_{I} \times H_{I I}$, where $H_{I}$ and $H_{I I}$ are infinite-dimensional spaces ${ }^{17}$ of representations of the group in (2.1). The transformations (2.1) induce in $H_{I}, H_{I I}$, and $H_{I I I}$ the following unitary transformations:

$$
\begin{gather*}
\Psi_{I}^{\prime}=U_{I} \Psi_{I}, \quad \Psi_{I I}^{\prime}=U_{I I} \Psi_{I I}, \quad \Psi_{I}^{\prime}{ }_{I I}=U_{I I I} \Psi_{I I I} \\
U_{I I I}=\left(U_{I} \times I_{I I}\right)\left(I_{I} \times U_{I I}\right) \\
\begin{aligned}
& U_{I}^{\dagger} U_{I}=I_{I}, \quad U_{I I}^{\dagger} U_{I I}=I_{I I}, \quad U_{I I I}^{\dagger} U_{I I I} \\
&=I_{I I I}=I_{I} \times I_{I I}
\end{aligned}
\end{gather*}
$$

where the vectors $\Psi_{I}, \Psi_{I I}, \Psi_{I I I}$ belong to $H_{T}, H_{I I}$, $H_{I I I}$, respectively, and $I_{I}, I_{I I}, I_{I I I}$ are identity operators.

A vector $\Psi_{I I I} \in H_{I I I}$ represents the state of a physical system to an observer in certain frame of reference. Fields are represented by linear operators ${ }^{18}$ $\Phi_{I_{I I}^{k \cdot}+\cdots}^{+\cdots}\left(Z_{I}^{k+} \times I_{I I}, Z_{I}^{k-} \times I_{I I}\right)$ which act in $H_{I I I}$. $Z_{I}^{k \pm}\left[=\left(Z_{I}^{k \mp}\right)^{\dagger}\right]$ are linear operators which correspond to complex coordinates, and they act in $H_{I}$. Now a different observer in a new frame of reference characterized by the transformation (2.1), may either (1) ascribe to the physical system the same state vector $\Psi_{I I I}$ and new field operators $\Phi^{\prime \cdot}\left(Z_{I}^{\prime+} \times\right.$ $I_{I I}, Z_{I}^{--} \times I_{I I}$ ) or (2) describe the system by a new state vector $\Psi_{I}^{\prime}{ }_{I I}=U_{I I_{I}} \Psi_{I I I}$ and unchanged operators $\Phi_{I_{I I}^{\prime}}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right)$. Both methods must be equivalent and give the same expectation values for the physical quantities, i.e.

[^44]$$
\left(\Psi_{I I I}, \Phi_{I}^{\prime} \dddot{I I} \Psi_{I I I}\right)=\left(\Psi_{I I I}^{\prime}, \Phi_{i}^{*}{ }_{I I} \Psi_{I}^{\prime}{ }_{I I}\right),
$$
where ( $\Psi_{I I I}, \chi_{I I I}$ ) denotes the scalar product between two vectors $\Psi_{I I I}$ and $\chi_{I I I}$ in $H_{I I I}$. From the last equation it follows that
\[

$$
\begin{align*}
& \Phi_{I}^{\prime} \ddot{I I}\left(Z_{I}^{\prime+} \times I_{I I}, Z_{I}^{\prime-} \times I_{I I}\right) \\
& \quad=U_{I I I}^{\dagger} \Phi_{\dot{I} I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) U_{I I I} \tag{2.3}
\end{align*}
$$
\]

The field operators $\Phi_{I}^{k} \cdot{ }_{I I}^{+\cdots}\left(Z_{I}^{+} \times I_{I I}, Z^{-} \times I_{I I}\right)$ also transform like tensor fields under (2.1), so that

$$
\begin{align*}
& \Phi_{I I I}^{\prime k+\cdots \cdots}\left(Z_{I}^{\prime+} \times I_{I I}, Z_{I}^{\prime-} \times I_{I I}\right) \\
& =a_{I m}^{k \cdot \cdot} \Phi_{I I I}^{m \cdot .+\cdots \cdots}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) \\
& =U_{I I I}^{\dagger} \Phi_{I I}^{k \cdot ._{I}^{+}} \cdot \cdots\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) U_{I I I} . \tag{2.4}
\end{align*}
$$

Expectation values of the field operators transform like classical tensor fields,

$$
\begin{aligned}
& \left(\Psi_{I I I}^{\prime}, \Phi_{I}^{k} \cdot \ddot{I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) \Psi_{I I I}^{\prime}\right) \\
& \quad=\left(\Psi_{I I I}, \Phi_{I}^{\prime k} \cdot i \dot{ }\left(Z_{I}^{\prime+} \times I_{I I}, Z_{I}^{-} \times I_{I I I}\right) \Psi_{I I I}\right) \\
& \quad=a_{. m}^{k} \cdots\left(\Psi_{I I I}, \Phi_{I I I}^{m \cdot .}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) \Psi_{I I I}\right)
\end{aligned}
$$

All the representations of $U_{I}$ are one-dimensional and cannot be generated by similarity transformation like in (2.3). Thus it is not necessary to consider explicitly the group $U_{I}$ in (2.1) and the covariance under $U_{I}$ will be obvious from the notations.

Now, the infinitesimal form of (2.1) and the corresponding unitary representations are

$$
\begin{align*}
Z_{I}^{k \pm}= & \epsilon^{k \pm} I_{I}+\left(\delta_{. l}^{k}+\epsilon_{. l}^{k}\right) Z_{I}^{l \pm} \\
U_{I}= & I_{I}+i\left(\epsilon^{k+} P_{I k+}+\epsilon^{k-} P_{I k-}\right)+\frac{i}{2} \epsilon^{a b} S_{I a b} \\
U_{I I}= & I_{I I}+i\left(\epsilon^{k+} P_{I I k+}+\epsilon^{k-} P_{I I k-}\right)+\frac{i}{2} \epsilon^{a b} S_{I I a b}, \\
U_{I I I}= & I_{I} \times I_{I I}+i\left[\epsilon^{k+}\left(P_{I k+} \times I_{I I}+I_{I} \times P_{I I l_{k+}}\right)\right. \\
& \left.+\epsilon^{k-}\left(P_{I k-} \times I_{I I}+I_{I} \times P_{I I k-}\right)\right] \\
& +\frac{i}{2} \epsilon^{a b}\left(S_{I a b} \times I_{I I}+I_{I} \times S_{I I a b}\right), \tag{2.5}
\end{align*}
$$

where $\left|\epsilon^{k \pm}\right|,\left|\epsilon^{a b}\right|$ are small positive numbers and the linear operators $P_{I k \pm}, S_{I a b}$ act in $H_{I}$ and so on.

From the first equation in (2.5),

$$
\begin{equation*}
Z_{I}^{k \pm}-Z_{I}^{k \pm}=\epsilon^{k \pm} I_{I}+\frac{1}{2} \epsilon^{a b} \delta_{\cdot[a}^{k} \eta_{b!m} Z_{I}^{m \pm} . \tag{2.6}
\end{equation*}
$$

Also from (2.3)

$$
\begin{align*}
Z_{I}^{k \pm}-Z_{I}^{k \pm}= & U_{I}^{\dagger} Z_{I}^{k \pm} U_{I}-Z_{I}^{k \pm}=-i \epsilon^{\iota^{ \pm}}\left[P_{I l \pm}, Z_{I}^{k \pm}\right] \\
& -i \epsilon^{\imath \mp}\left[P_{I l \mp}, Z_{I}^{k \pm}\right]+\frac{i}{2} \epsilon^{a b}\left[S_{I a b}, Z_{I}^{k \pm}\right] . \tag{2.7}
\end{align*}
$$

Comparing (2.6) and (2.7) we obtain

$$
\begin{align*}
{\left[P_{I l \pm}, Z_{I}^{k \pm}\right] } & =i \delta_{. l}^{k} I_{I}, \\
{\left[P_{I l \pm}, Z_{I}^{k \mp}\right] } & =O_{I},  \tag{2.8}\\
{\left[S_{I a b}, Z_{I}^{k \pm}\right] } & =i \delta_{.{ }_{l a} \eta_{b l m} Z_{I}^{m \pm}},
\end{align*}
$$

where $0_{I}$ is the null operator acting on $H_{T}$.
Now under the infinitesimal unitary transformations the field operators transform as in (2.3), so that the local variation is

$$
\begin{align*}
& \delta_{I I}{ }_{1 I} \Phi_{i}^{\cdot{ }_{I I}} \stackrel{\text { def }}{=} \Phi_{I}^{\prime} \ddot{H I}_{I I}\left(Z_{I}^{\prime+} \times I_{I I}, Z_{I}^{\prime-} \times I_{I I}\right) \\
& -\Phi_{I}{ }_{I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right), \\
& =i_{\epsilon}^{k+}\left[\left(P_{I k+} \times I_{I I}+I_{I} \times P_{I I k+}\right), \Phi_{\dot{\prime} I I}\right] \\
& +i \epsilon^{k-}\left[\left(P_{I k-} \times I_{I I}+I_{I} \times P_{I I k-}\right), \Phi_{I_{I I}}\right] \\
& +\frac{i}{2} \epsilon^{a b}\left[\left(S_{I a b} \times I_{I I}+I_{I} \times S_{I I a b}\right), \Phi_{I_{I I}}{ }^{\prime}\right] . \tag{2.9}
\end{align*}
$$

But from tensorial transformations we have

$$
\begin{equation*}
\delta_{I I I} \Phi_{\dot{Y} I I}=\frac{1}{2} \epsilon^{a b} S_{a b} \cdot . \Phi_{I \cdot} \ddot{I}_{I I} \tag{2.10}
\end{equation*}
$$

Comparing (2.9) and (2.10) we have
$\left.\left[P_{I k \pm} \times I_{I I}\right), \Phi_{\dot{I}}^{I I}\right]=-\left[\left(I_{I} \times P_{I I k \pm}\right), \Phi_{\dot{I}}^{I I I}\right]$,

$$
\begin{align*}
& {\left[\left(S_{\text {Iab }} \times I_{I I}\right), \Phi_{\dot{Y} \ddot{H}_{I I}}\right]}  \tag{2.11}\\
& \quad=-\left[\left(I_{I} \times S_{I I a b}\right), \Phi_{\dot{Y} I I}\right]-i S_{a b . .} \Phi_{\ddot{I}_{I I}}
\end{align*}
$$

## III. THE QUANTIZATION OF COMPLEX SPACE-TIME

To quantize space-time we shall now make the following "ansatz":

$$
\begin{align*}
& Z_{I}^{k \pm}=\mp i P_{I}^{k \pm}  \tag{3.1}\\
& S_{I a b}=i Z_{I[b}^{-} Z_{I a]}^{+}
\end{align*}
$$

Inserting (3.1) in (2.8) we obtain

$$
\begin{align*}
& {\left[Z_{I}^{k \pm}, Z_{I}^{\ddagger \mp}\right]= \pm \eta^{k l} I_{I}}  \tag{3.2}\\
& {\left[Z_{I}^{k \pm}, Z_{I}^{l \pm}\right]=0_{I} .}
\end{align*}
$$

Substituting (3.2) into (2.11) we get

$$
\begin{align*}
& {\left[\left(I_{I} \times P_{I I k \pm}\right), \Phi_{\dot{I} I I}\right]= \pm i\left[\left(Z_{I_{k \pm}} \times I_{I I}\right), \Phi_{\ddot{I} I I}\right],} \\
& {\left[\left(I_{I} \times S_{I I a b}\right), \Phi_{i} \ddot{i}_{I I}\right]} \tag{3.3}
\end{align*}
$$

These expressions may be considered as the defining relations for the total momentum and angular momentum operators $I_{I} \times P_{I I_{k}+}, I_{I} \times S_{I I a b}$ of the field $\boldsymbol{\Phi}_{i}{ }^{*}{ }_{I I}$.

To obtain the physical consequences of the quantum rule (3.2), we write

$$
Z_{I}^{k+}=e^{-i \theta_{I k}} R_{I}^{k}, \quad Z_{I}^{k-}=R_{r}^{k} e^{i \theta_{I k}} \quad(k \text { not summed })
$$

The results of measuring Cartesian coordinates of any physical object in space-time are given by the eigenvalues $r^{k}$ of the operator $R^{k}$, and these are

$$
\begin{equation*}
r^{k}= \pm\left(n^{k}\right)^{\frac{1}{2}}, \quad n^{k}=0,1,2 \cdots \infty \tag{3.4}
\end{equation*}
$$

The measurements of four positional coordinates can be performed simultaneously. But there is an uncertainty principle

$$
\begin{equation*}
\Delta R^{k} \Delta \Theta^{k} \sim 1 / 2\left(n^{k}\right)^{\ddagger}, \quad(k \text { not summed }) \tag{3.5}
\end{equation*}
$$

where $\Delta R^{k}, \Delta \Theta^{k}$ are, respectively, the uncertainties in the measurements of ordinary and electrical (or internal) coordinates.

We shall denote an eigenvector of the operator $R_{I}^{k}$ by $\left\lvert\,\left(n^{k}\right)_{I}^{\frac{1}{l}}\right.$ and its conjugate vector by $\left.{ }_{I}\left(n^{k}\right)^{\frac{1}{2}} \right\rvert\,$, and it follows that

$$
\begin{align*}
R_{I}^{k} \left\lvert\,\left(n^{k}\right)_{I}^{\frac{1}{2}}\right. & =\left(n^{k}\right)^{\frac{1}{4}} \left\lvert\,\left(n^{k}\right)_{I}^{\frac{1}{2}}\right., \\
Z_{I}^{1+} \left\lvert\,\left(n^{1}\right)_{I}^{\frac{1}{2}}\right. & =\left(n^{1}+1\right)^{\frac{1}{2}} \left\lvert\,\left(n^{1}+1\right)_{I}^{\frac{1}{2}}\right., \\
Z_{I}^{1-} \left\lvert\,\left(n^{1}\right)^{\frac{1}{4}}\right. & =\left(n^{1}\right)^{\frac{1}{2}} \left\lvert\,\left(n^{1}-1\right)_{I}^{\frac{1}{I}}\right., \\
Z_{I}^{4+} \left\lvert\,\left(n^{4}\right)_{I}^{\frac{1}{2}}\right. & =\left(n^{4}\right)^{\frac{1}{2}} \left\lvert\,\left(n^{4}-1\right)_{I}^{\frac{1}{I}}\right., \\
Z_{I}^{4-} \left\lvert\,\left(n^{4}\right)_{I}^{\frac{1}{2}}\right. & =\left(n^{4}+1\right)^{\frac{1}{2}} \left\lvert\,\left(n^{4}+1\right)_{I}^{\frac{1}{2}}\right., \\
{\left[\left(n^{k}\right)^{\frac{1}{2}} \left\lvert\,\left(m^{k}\right)_{I}^{\frac{1}{2}}\right.\right] } & =\delta_{n m} \quad(k \text { not summed }, \tag{3.6}
\end{align*}
$$

Now the notations are elaborated. $I_{I}^{1} \times Z_{I}^{2 \pm} \times I_{I}^{3} \times I_{I}^{4}$ is the full notation for $Z_{I}^{2 \pm}$ and so on. For the simultaneous eigenstates of position operators $R_{r}^{1}$ $R_{I}^{2}, R_{I}^{3}, R_{I}^{4}$, the notation $\left|(n)_{I}^{\frac{1}{2}}=\left|\left(n^{1}\right)_{I}^{\frac{3}{2}} \times\right|\left(n^{2}\right)_{I} \times\right.$ $\left\lvert\,\left(n^{3}\right)_{I}^{\frac{t}{2}} \times\left(n^{4}\right)_{I}^{\frac{1}{4}}\right.$ is used and equations like $R_{I}^{3} \left\lvert\,(n)_{I}^{\frac{3}{2}}=\right.$ $\left(n^{3}\right)^{\frac{1}{2}} \left\lvert\,(n)_{\frac{1}{2}}^{\frac{1}{2}}\right.$ would really mean

$$
\begin{aligned}
\left(I_{I}^{1} \times I_{I}^{2} \times R_{I}^{3}\right. & \left.\times I_{I}^{4}\right)\left|\left(n^{1}\right)_{I}^{\frac{1}{I}} \times\right|\left(n^{2}\right)_{I}^{\frac{1}{2}} \times\left(n^{8}\right)_{I}^{\frac{1}{2}} \times\left(n^{4}\right)_{I}^{\frac{1}{1}} \\
& =\left(n^{3}\right)_{I}^{\frac{1}{2}} \left\lvert\,\left(n^{1}\right)_{I}^{\frac{1}{2}} \times\left(n^{2}\right)_{I}^{\frac{1}{I}} \times\left(n^{8}\right)_{I}^{\frac{1}{2}} \times\left(n^{4}\right)_{I}^{\frac{1}{2}} .\right.
\end{aligned}
$$

Now from (3.6) it follows that

$$
\begin{array}{r}
Z_{I}^{1-}\left|(0)_{I}^{\frac{3}{I}}=0, \quad\left(Z_{I}^{1-}\right)^{r}\right|(0)_{I}^{\frac{1}{I}}=0, \\
{\left[\left(n^{1}\right)^{\frac{1}{2}}\left|\left(Z^{1-}\right)^{r}\right|-\left(m^{1}\right)_{I}^{\frac{1}{I}}\right]=0,}  \tag{3.7}\\
{\left[r^{( }(n)^{\frac{3}{3}}\left|\Phi_{\dot{I}} \ddot{I I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right)\right|-(m)^{\frac{1}{i}}\right]=0}
\end{array}
$$

The meaning of equation (3.7) is that physical effects in positive lattices cannot cross the origin to negative lattices. An observer measuring the lattices given by (3.4) and also verifying (3.7) might apparently conclude that the microstructure of space-time shows preferred origin, preferred axes and also preferred positive or, negative cones. He may wonder what happened to relativity! But this apparent
contradiction may be resolved in the following way. To another observer the eigenvalues of the position operator $R_{I}^{\prime k}=U_{I}^{\dagger} R_{I}^{k} U_{I}$ are the same as in (3.4), so that the measurable microstructure, after all, remains invariant to all observers.

## IV. THE LAGRANGIAN FORMALISM

Let us define the Lagrangian operator $L_{I}$ II constructed out of the field operators $\Phi_{\dot{Y}}^{\ddot{I}_{I I}}, \Phi_{I}^{\dagger} \ddot{I I}$ and their first commutators $\left[\left(Z_{I}^{k \pm} \times I_{I I}\right), \Phi_{i \cdot}{ }_{I I}\right]$, $\left[\left(Z_{I}^{k \pm} \times I_{I I}\right), \Phi_{I}^{\dagger}{ }_{I I}\right]$ in the following way:


$$
\begin{equation*}
\left.\left.\left[Z_{I}^{k \pm} \times I_{I I}\right), \Phi_{I}^{\dagger} \ddot{H}_{I}\right]\right\} \tag{4.1}
\end{equation*}
$$

We define the Action operator as ${ }^{19}$

$$
\begin{equation*}
A_{I I} \stackrel{\text { def }}{=} \sum_{n}^{4}\left[{ }_{I}(n)^{\frac{1}{4}}\left|L_{I I I}\right|(n)_{I}^{\frac{1}{I}}\right] . \tag{4.2}
\end{equation*}
$$

The variational principle states that

$$
\begin{equation*}
\delta A_{I I} \Psi_{I I}=0_{I I}, \tag{4.3}
\end{equation*}
$$

for all $\Psi_{I I} \in H_{I I}$ with $\|\Psi\|<\infty$. (4.3) yields the following Euler-Lagrange operator equations ${ }^{20}$

$$
\begin{align*}
& {\left[\left(Z_{I}^{k+} \times I_{I I}\right), \frac{\partial L}{\partial\left[\left(Z_{I}^{k+} \times I_{I I}\right)\right.}, \Phi_{\left.\ddot{I}_{I I}\right]}\right]} \\
& \quad+\left[\left(Z_{I}^{k-} \times I_{I I}\right), \frac{\partial L}{\partial\left[\left(Z_{I}^{k-} \times I_{I I}\right), \Phi_{\left.\dot{I}_{I I}\right]}\right]}\right] \\
& \quad-\frac{\partial L}{\partial \Phi_{I I I I}}=0_{I I I},  \tag{4.4}\\
& \left.\left.\left[\left(Z_{I}^{k+} \times I_{I I}\right), \frac{\partial L}{\partial\left[\left(Z_{I}^{k+}\right.\right.} I_{I I}\right), \Phi_{I}^{\dagger} \ddot{i n}_{I I}\right]\right] \\
& \left.\left.\quad+\left[\left(Z_{I}^{k-} \times I_{I I}\right), \frac{\partial L}{\partial\left[\left(Z_{I}^{k-}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \ddot{i n}_{I I}\right]\right] \\
& \quad-\frac{\partial L}{\partial \Phi_{I}^{\dagger} \ddot{I}_{I I}}=0_{I I I} .
\end{align*}
$$

We shall now derive the Noether's theorems from the invariance of Lagrangian under (2.5). For this purpose let us define all possible variations of the field operators, namely

[^45]Now the invariance of the Lagrangian operator implies
$0_{I I I}=U_{I T I}^{\dagger} L_{I I I} U_{I I I}-L_{I I I}=\delta_{I I T} L_{I I I}$

$$
=\delta_{I} L_{I I I}+\delta_{I I} L_{I I I}=\left\{-i\left[\left(\epsilon^{k+} P_{I k+}+\epsilon^{k-} P_{I k-}\right.\right.\right.
$$

$$
\left.\left.\left.+\frac{1}{2} \epsilon^{a b} S_{I a b}\right) \times I_{I I}, L_{I I I}\right]\right\}
$$

$$
+\left\{\frac{\partial L_{I I I}}{\partial \Phi_{\dot{I} I I}^{\bullet}} \delta_{I I} \Phi_{\dot{r} I I}+\frac{\partial L_{I I I}}{\partial \Phi_{I}^{\dagger \ddot{I}}} \delta_{I I} \Phi_{I}^{\dagger} \ddot{i I}\right.
$$

$$
\left.\left.\left.\left.\left.+\frac{\partial L_{I_{I I}}}{\partial\left[\left(Z_{I}^{k+}\right.\right.} \times I_{I I}\right), \Phi_{I} \cdot{ }_{I I}\right]\right]^{\left[\left(Z_{I}^{k+}\right.\right.} \times I_{I I}\right), \delta_{I I} \Phi_{\dot{I}}{ }_{I I}\right]
$$

$$
\left.\left.\left.\left.+\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k-}\right.\right.} \times I_{I I}\right), \Phi_{I \cdot}^{\cdot{ }_{I I}}\right]^{\left[\left(Z_{I}^{k-}\right.\right.} \times I_{I I}\right), \delta_{I I} \Phi_{\dot{I}}{ }_{I I}\right]
$$

$$
\left.\left.+\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k+}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \ddot{H}_{I}\right]\left[\left(Z_{I}^{k+} \times I_{I I}\right), \delta_{I I} \Phi_{I}^{\dagger} \ddot{\ddot{I} I}\right]
$$

$$
\begin{equation*}
\left.\left.\left.+\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \dot{H} I\right]\left[\left(Z_{I}^{k-} \times I_{I I}\right), \delta_{I I} \Phi_{I}^{\dagger} \dot{H} I\right]\right\} \tag{4.6}
\end{equation*}
$$

With (3.1), (4.4), and (4.5) the coefficients of $\epsilon^{k \pm}$ in (4.6) yield the conservation of the canonical energy-momentum-stress tensor operator in the following way

$$
\begin{align*}
& {\left[\left(Z_{I}^{k-} \times I_{I I}\right), T_{I I I k-m_{ \pm}}\right]} \\
& +\left[\left(Z_{I}^{k+} \times I_{I I}\right), T_{I I I k+m \pm}\right]=0_{I I I}, \\
& \left.\left.\stackrel{\text { def }}{=} \frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \mp}\right.\right.} \times I_{I I}\right), \Phi_{\dot{I} I I}\right] \\
& \left.\left.\times\left[\left(Z_{I m \pm} \times I_{I I}\right), \Phi_{i \cdot I I}\right]+\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \mp}\right.\right.} \times I_{I I}\right), \Phi_{I \cdot H I}^{\dagger} \cdot{ }^{\prime}\right] \\
& \times\left[\left(Z_{I_{m \pm}} \times I_{I I}\right), \Phi_{I}^{\dagger} \dot{I I I}\right]-\eta_{k m} L_{I I I}, \\
& \left.\left.\left.\left.T_{I I I k \pm m \pm} \stackrel{\text { def }}{=} \frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{\dot{r}}^{\prime \prime} I I\right]^{\left[\left(Z_{I m \pm}\right.\right.} \times I_{I I}\right), \Phi_{I \cdot I I}^{\cdot}\right] \tag{4.7}
\end{align*}
$$

$$
\begin{aligned}
& =-i\left[\left\{\epsilon^{k+}\left(P_{I k+} \times I_{I I}+I_{I} \times P_{I I k+}\right)\right.\right. \\
& +\epsilon^{k-}\left(P_{I k-} \times I_{I I}+I_{I} \times P_{I I k-}\right) \\
& \left.+\frac{1}{2} \epsilon^{a b}\left(S_{I a b} \times I_{I I}+I_{I} \times S_{I I a b}\right)\right\}, \Phi_{\left.\dot{I}{ }_{I I}\right],} \\
& \delta_{I I} \Phi_{\dot{I}}{ }_{I I} \stackrel{\text { def }}{=}\left(I_{I} \times U_{I I}^{\dagger}\right) \Phi_{\dot{I}}^{\ddot{H}_{I I}}\left(I_{I} \times U_{I I}\right)-\Phi_{\dot{I} \ddot{H}_{I I}} \\
& =i\left[\left(\epsilon^{k+} P_{I k+}+\epsilon^{k-} P_{I k-}+\frac{1}{2} \epsilon^{a b} S_{I a b}\right) \times I_{I I}, \Phi_{I}^{\prime}{ }_{I I}\right] \\
& +\frac{1}{2} \epsilon^{a b} S_{\ddot{a} \dot{\bullet} . .} \Phi_{\ddot{I}{ }_{I I}}, \\
& \delta_{I I}\left(Z_{I}^{k \pm} \times I_{I I}\right)=0_{I I I}, \\
& \delta_{I} \Phi_{I^{\prime} I I} \stackrel{\text { def }}{=}\left(U_{I}^{\dagger} \times I_{I I}\right) \Phi_{\dot{I}_{I I}}\left(U_{I} \times I_{I I}\right)-\Phi_{i^{*}{ }_{I I}} \\
& =-i\left[\left(\epsilon^{k+} P_{I k+}+\epsilon^{k-} P_{I k-}+\frac{1}{2} \epsilon^{a b} S_{I a b}\right) \times I_{I I}, \Phi_{\dot{I} I I}\right] .
\end{aligned}
$$

Similarly, the coefficients of $\epsilon^{a b}$ in (4.6) give the conservation of angular momentum tensor operator in the following form

By evoking invariance of $L_{I I I}$ under $U_{I}$, we can derive the conservation of electrical charge-current vector operator as following

If we demand invariance of $L_{I I}$ under infinitesimal phase transformation

Then we obtain the conservation of number-flux vector operator as,

$$
\begin{aligned}
& {\left[\left(Z_{I}^{k+} \times I_{I I}\right), N_{I I I k+}\right]+\left[\left(Z_{I}^{k-} \times I_{I I}\right), N_{I I I k-}\right]} \\
& =0_{I I I},
\end{aligned}
$$

$$
N_{I I I_{k \pm}} \stackrel{\text { def }}{=} \pm i\left[\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{\left.\ddot{I}_{I I}\right]} \Phi_{\ddot{I}_{I I}}
$$

$$
\begin{equation*}
\left.\left.-\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \ddot{i n}^{\dagger} \Phi_{I M I}^{\dagger}{ }^{\dagger}{ }^{\dagger}\right] \tag{4.10}
\end{equation*}
$$

From (4.7), (4.8), (4.9), and (4.10), we obtain the expressions of the total energy-momentum, angular-

$$
\begin{aligned}
& \Phi_{I}^{\dagger}{ }_{I I}=\Phi_{I}^{\dagger} \cdot{ }_{i I} e^{-i \alpha} \simeq \Phi_{I}^{\dagger} \cdot \ddot{H I}(1-i \alpha) .
\end{aligned}
$$

$$
\begin{align*}
& {\left[\left(Z_{I}^{k+} \times I_{I I}\right), j_{I I N k+}\right]+\left[\left(Z_{I}^{k-} \times I_{I I}\right), j_{I I I k-}\right]=0_{I I I},} \\
& j_{I I I k \pm} \stackrel{\text { def }}{=} \pm i \epsilon\left[\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{\left.\dot{I}{ }_{i I}\right]}^{\sim}\left\{\tau \Phi_{\dot{I}{ }_{I I}}\right. \\
& -\left[\left(Z_{I l-} \times I_{I I}\right), \Phi_{i}^{\ddot{H}_{I I}}\right]\left(Z_{I}^{l-} \times I_{I I}\right) \\
& \left.+\left[\left(Z_{I l_{+}} \times I_{I t}\right), \Phi_{\ddot{I}_{I I}}\right]\left(Z_{I}^{l+} \times I_{I I}\right)\right\} \\
& \left.\left.-\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \dot{H} I\right] \quad\left\{\tau \Phi_{I}^{\dagger} \cdot \dot{H} I\right. \\
& -\left[\left(Z_{I l-} \times I_{I I}\right), \Phi_{I}^{\dagger} \cdot 1 I I\right]\left(Z_{I}^{l-} \times I_{I I}\right) \\
& +\left[\left(Z_{I l+} \times I_{I I}\right), \Phi_{I}^{+}{ }_{i I}^{\dagger}\right] \\
& \left.\left.\times\left(Z_{I}^{l+} \times I_{I I}\right)\right\}+L_{I I I}\left(Z_{I k \pm} \times I_{I I}\right)\right] . \tag{4.9}
\end{align*}
$$

$$
\begin{aligned}
& {\left[\left(Z_{I}^{k+} \times I_{I I}\right), J_{I \text { IIabk }}\right]} \\
& +\left[\left(Z_{I}^{k-} \times I_{I I}\right), J_{I T I a b k-}\right]=0_{I I I}, \\
& \left.\left.J_{I I I a b k \pm} \stackrel{\text { def }}{=} \frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{I}{ }_{I I I}\right]
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\frac{\partial L_{I I I}}{\partial\left[\left(Z_{I}^{k \pm}\right.\right.} \times I_{I I}\right), \Phi_{I}^{\dagger} \cdot{ }_{i I}\right]\left[\left(\left(Z_{I b}^{-} Z_{I a \mid}^{+}\right) \times I_{I I}, \Phi_{I}^{\dagger} \cdot{ }_{i I}\right]\right. \\
& \left.+S_{a b . .} \Phi_{I I I}^{\dagger} \ddot{M}_{I I}\right\}+\left[\left(\eta_{k \mid a} Z_{I b{ }_{ \pm}}\right) \times I_{I I}\right] L_{I I I} . \tag{4.8}
\end{align*}
$$

momentum, charge, number operators of the field as ${ }^{21}$

$$
\begin{align*}
& P_{I I t \pm} \stackrel{\text { def }}{=}\left(n^{4}+1\right)^{\frac{1}{2}} \sum_{n}\left\{\left({ }_{I}\left(n^{4}+1\right)^{\frac{1}{2}}\right.\right. \text {, } \\
& \left.(\mathbf{n})^{\frac{1}{3}}\left|T_{4+k \pm}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}\right)_{I}^{\frac{1}{2}}\right)-\left(\left(n^{4}\right)^{\frac{3}{3}},\right. \\
& \left.\left.(\mathbf{n})^{\frac{1}{2}}\left|T_{I I I_{4}-k \pm}\right|(\mathrm{n})^{\frac{1}{2}},\left(n^{4}+1\right)^{\frac{1}{2}}\right)_{I}\right\}, \\
& S_{I I a b} \stackrel{\text { def }}{=}\left(n^{4}+1\right)^{\frac{1}{2}} \sum_{\mathrm{n}}\left\{\left({ }_{I}\left(n^{4}+1\right)^{\frac{1}{2}}\right.\right. \text {, } \\
& \left.(\mathbf{n})^{\frac{1}{2}}\left|J_{I}{ }_{11 a b 4+}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{2}}\right)-\left({ }_{I}\left(n^{4}\right)^{\frac{1}{2}},\right. \\
& \text { ( } \left.\left.\mathbf{n})^{\frac{1}{2}}\left|J_{I_{1 I a b 4-}}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}+1\right)^{\frac{1}{2}}\right)\right\} \text {, } \\
& Q_{I I} \stackrel{\text { def }}{=}\left(n^{4}+1\right)^{\frac{1}{2}} \sum_{\mathbf{n}}\left\{\left({ }_{I}\left(n^{4}+1\right)^{\frac{1}{2}}\right.\right. \text {, } \\
& \left.(\mathbf{n})^{\frac{1}{2}}\left|j_{I_{I I 4+}}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}\right)_{I}^{\frac{1}{2}}\right) \\
& \left.-\left({ }_{I}\left(n^{4}\right)^{\frac{1}{2}},(\mathbf{n})^{\frac{1}{2}}\left|j_{I I I 4-}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}+1\right)_{I}^{\frac{1}{2}}\right)\right\}, \\
& N_{I I} \stackrel{\text { def }}{=}\left(n^{4}+1\right)^{\frac{1}{2}} \sum_{\mathrm{n}}\left\{\left({ }_{I}\left(n^{4}+1\right)^{\frac{1}{2}},\right.\right. \\
& \left.(\mathbf{n})^{\frac{1}{2}}\left|N_{I I I+}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}\right)_{I}^{\frac{1}{2}}\right)-\left({ }_{I}\left(n^{4}\right)^{\frac{1}{2}},\right. \\
& \left.\left.(\mathbf{n})^{\frac{1}{2}}\left|N_{I I T 4-}\right|(\mathbf{n})^{\frac{1}{2}},\left(n^{4}+1\right)_{I}^{\frac{1}{2}}\right)\right\} . \tag{4.11}
\end{align*}
$$

These quantities do not change with time lattice provided there is no flux of the field across spatial boundary lattices. Incidentally, $P_{I I_{k} t}, S_{I I a b}$ in (4.11) should be identified with those occurring in (3.3).

## v. THE QUANTIZATION OF COMPLEX SCALAR FIELDS

We choose the example of complex scalar fields to demonstrate the formalism developed in previous sections. The Lagrangian operator in this case, is taken to be,

$$
\begin{align*}
L_{I I I} & =\eta_{k I}\left[\left(Z_{I}^{k+} \times I_{I I}\right), \Phi_{I I I}^{+}\right] \\
& \times\left[\left(Z_{I}^{l-} \times I_{I I}\right), \Phi_{I I I}^{-}\right]+m^{2} \Phi_{I I I}^{+} \Phi_{I I I}^{-} . \tag{5.1}
\end{align*}
$$

The field Eqs. (4.4) derived from (5.1) are

$$
\begin{align*}
\eta_{k L}\left[\left(Z^{k+} \times I_{I I}\right),\left[\left(Z_{I}^{I-}\right.\right.\right. & \left.\left.\left.\times I_{I I}\right), \Phi_{I I I}^{ \pm}\right]\right] \\
& -m^{2} \Phi_{I I I}^{ \pm}=0_{I I I} . \tag{5.2}
\end{align*}
$$

Taking the expectation value of (5.2) in the state $\mid n_{I}$ we obtain the following partial difference equations for the field operators $\Phi_{I}^{ \pm}{ }_{I I}$

$$
\begin{aligned}
& \left(\square+m^{2}\right) \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right) \stackrel{\text { def }}{=}\left(2 n^{1}+1\right) \Phi_{I I}^{ \pm}(n)^{\frac{1}{2}} \\
& -\left(n^{1}+1\right) \Phi_{I I}^{ \pm}\left[\left(n^{1}+1\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{3}{2}},\left(n^{4}\right)^{\frac{1}{2}}\right] \\
& -n^{1} \Phi_{I I}^{ \pm}\left[\left(n^{1}-1\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{2}}\right] \\
& +\left(2 n^{2}+1\right) \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right) \\
& -\left(n^{2}+1\right) \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{2}},\left(n^{2}+1\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{2}}\right] \\
& { }^{21}\left|(\mathbf{n})_{I}^{\frac{1}{2}} \equiv\right|\left(n^{1}\right)_{I}^{\frac{1}{I}} \times\left|\left(n^{2}\right)_{I}^{\frac{1}{2}} \times\right|\left(n^{3}\right)_{I}^{\frac{1}{2}} .
\end{aligned}
$$

$$
\begin{align*}
& -n^{2} \Phi_{I I}^{ \pm}\left[\left(n^{2}\right)^{\frac{1}{2}},\left(n^{2}-1\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{4}{4}}\right] \\
& +\left(2 n^{3}+1\right) \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right) \\
& -\left(n^{3}+1\right) \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}+1\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{t}}\right] \\
& -n^{3} \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}-1\right)^{\frac{1}{4}},\left(n^{4}\right)^{\frac{1}{4}}\right] \\
& -\left(2 n^{4}+1\right) \Phi_{I I}^{ \pm}\left(n^{\frac{3}{2}}\right) \\
& +\left(n^{4}+1\right) \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}+1\right)^{\frac{1}{2}}\right] \\
& +n^{4} \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{3}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}-1\right)^{\frac{1}{4}}\right] \\
& +m^{2} \Phi_{I I}^{ \pm}\left(n^{4}\right)=O_{I I}, \tag{5.3}
\end{align*}
$$

where

$$
\begin{aligned}
\Phi_{I I}^{ \pm}\left(n^{\frac{1}{3}}\right) \equiv & \Phi_{I I}^{ \pm}\left[\left(n^{1}\right)^{\frac{1}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{3}}\right] \\
& \stackrel{\text { def }}{=}\left({ }_{I}(n)^{\frac{1}{2}}\left|\Phi_{I}^{ \pm}{ }_{I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right)\right|(n)^{\frac{1}{2}}\right)_{I}
\end{aligned}
$$

and physically represents the field operators at the space-time lattice $\left(n^{1}\right)^{\frac{2}{2}},\left(n^{2}\right)^{\frac{1}{2}},\left(n^{3}\right)^{\frac{1}{2}},\left(n^{4}\right)^{\frac{1}{2}}$.

From (4.11) and (5.1) we obtain expressions for the total energy-momentum charge and number operators of the field as (calculated at $n^{4}=0$ )

$$
\begin{aligned}
& P_{I I k+}=\sum_{\mathbf{n}}\left[-\left({ }_{I} 0, \left.(\mathbf{n})^{\frac{1}{2}} \right\rvert\,\left(\left[\left(Z_{I}^{4+} \times I_{I I}\right), \Phi_{I I I}^{+}\right]\right.\right.\right. \\
& \\
& \left.\left.\times\left[\left(Z_{I k+} \times I_{I I}\right), \Phi_{I I I}^{-}\right]-\eta_{4 k} L_{I I I}\right) \left\lvert\,(\mathbf{n})^{\frac{1}{2}}\right., 1_{I}\right) \\
& +\left({ }_{I} 1, \left.(\mathbf{n})^{\frac{1}{3}} \right\rvert\,\left[\left(Z_{I}^{4-} \times I_{I I}\right), \Phi_{I I I}^{-}\right]\right. \\
& \\
& \left.\left.\times\left[\left(Z_{I k+} \times I_{I I}\right), \Phi_{I I I}^{+}\right] \left\lvert\,(\mathbf{n})^{\frac{1}{2}}\right., 0_{I}\right)\right], \\
& P_{I I k-}=\sum_{\mathbf{n}}\left[-\left(r 0, \left.(\mathbf{n})^{\frac{3}{3}} \right\rvert\,\left[\left(Z_{I}^{4+} \times I_{I I}\right), \Phi_{I I I}^{+}\right]\right.\right. \\
& \\
& \left.\times\left[\left(Z_{I k-} \times I_{I I}\right), \Phi_{I I I}^{-}\right] \left\lvert\,(\mathbf{n})^{\frac{1}{2}}\right., 1_{I}\right) \\
& \\
& \quad+\left({ }_{I} 1, \left.(\mathbf{n})^{\frac{1}{2}} \right\rvert\,\left(\left[\left(Z^{4-} \times I_{I I}\right), \Phi_{I I I}^{-}\right]\right.\right. \\
& \\
& \left.\left.\left.\times\left[\left(Z_{I k-} \times I_{I I}\right), \Phi_{I I I}^{+}\right]-\eta_{4 k} L_{I I}\right) \left\lvert\,(n)^{\frac{1}{2}}\right., 0_{I}\right)\right],
\end{aligned}
$$

$$
\begin{align*}
& G_{(a)}\left[(n)^{\frac{3}{2}},(m)^{\frac{z}{2}}\right] \stackrel{\text { def }}{=} \iiint_{0}^{\infty} \int_{c(a)} d k_{1} d k_{2} d k_{3} d k_{4} \\
& \times \frac{e^{-\left(k_{1}+k_{\mathbf{s}}+k_{8}+k_{e}\right)} L_{n^{2}}\left(k_{1}\right) L_{n^{2}}\left(k_{2}\right) L_{n^{2}}\left(k_{3}\right) L_{n^{*}}\left(k_{4}\right) L_{m^{2}}\left(k_{1}\right) L_{m^{2}}\left(k_{2}\right) L_{m^{2}}\left(k_{3}\right) L_{m^{2}}\left(k_{4}\right)}{k_{1}+k_{2}+k_{3}-k_{4}+m^{2}}, \tag{5.6}
\end{align*}
$$

where $L_{n}(k)$ is the Laguerre polynomial and $c_{(a)}$ defines different contours in the complex $k_{4}$-plane as shown in Fig. 1, one singularity being situated at $k_{4}=k_{1}+k_{2}+k_{3}+m^{2}$.

The Green's function $G\left[(n)^{\frac{3}{3}},(m)^{\frac{1}{t}}\right]$ corresponding to the closed contour $C$ is homogeneous and others corresponding to open contours are inhomogeneous and they satisfy, respectively, ${ }^{22}$

[^46]and the orthonormal property
$$
\int_{0}^{\infty} e^{-k} L_{n}(k) L_{m}(k) d k=\delta_{n m} ; \delta_{n m}^{4} \stackrel{\text { dof }}{=} \delta_{n^{2} m^{2}} \delta_{n^{2} m^{2}} \delta_{n^{2} m}, \delta_{n^{\bullet} m^{2}}
$$
\[

$$
\begin{align*}
\left(■+m^{2}\right) G\left[(n)^{\frac{1}{4}},(m)^{\frac{1}{4}}\right] & =0,  \tag{5.7}\\
\left(■+m^{2}\right) G_{(a)}\left[(n)^{\frac{1}{2}},(m)^{\frac{1}{2}}\right] & =\delta_{n m .}^{(4)} .
\end{align*}
$$
\]

It can be shown that these Green's functions are nonsingular. For subsequent use we note that the homogeneous Green's function is

$$
\begin{aligned}
& G\left[\left(n^{\frac{3}{4}}\right),\left(m^{3}\right)\right]=-2 \pi i e^{-m^{2}} \iiint_{0}^{\infty} d k_{1} d k_{2} d k_{3} e^{-2\left(k_{1}+k_{3}+k_{3}\right)} L_{n^{2}}\left(k_{1}\right) L_{n^{2}}\left(k_{2}\right) L_{n^{2}}\left(k_{3}\right) \\
& \times L_{n^{2}}\left(k_{1}+k_{2}+k_{3}+m^{2}\right) L_{m^{2}}\left(k_{1}\right) L_{m^{2}}\left(k_{2}\right) L_{m^{2}}\left(k_{3}\right) L_{m} \cdot\left(k_{1}+k_{2}+k_{3}+m^{2}\right),
\end{aligned}
$$

$$
\begin{align*}
& \left.+S_{4}+\sigma_{4}\right) 2^{(t-r)}\binom{n_{1}}{S_{1}}\binom{n_{2}}{S_{2}}\binom{n_{3}}{S_{3}}\binom{n_{4}}{S_{4}}\binom{m_{1}}{\sigma_{1}}\binom{m_{2}}{\sigma_{2}}\binom{m_{3}}{\sigma_{3}}\binom{m_{4}}{\sigma_{4}}\binom{S_{4}+\sigma_{4}}{r}\binom{S_{4}+\sigma_{4}-r}{S}\binom{r}{t} \\
& \times\left(S_{1}+\sigma_{1}+S_{4}+\sigma_{4}-S-1\right)!\left(S_{2}+\sigma_{2}+S-1\right)!\left(S_{3}+\sigma_{3}-t-1\right)!, \quad\left|G\left[(n)^{\frac{1}{2}},(m)^{3}\right]\right|<\infty . \tag{5.8}
\end{align*}
$$

Before we pass on to the Fourier expansion of the field operators we notice

$$
\begin{align*}
& e^{i\left\{\mathrm{p}_{\mathrm{a}}\left(Z_{I^{a}}+\times I_{I I}\right)+\mathrm{pa}_{a-}\left(Z_{\left.I^{a}-\times I_{I I}\right)}\right)\right.} \\
& =e^{\left\{p_{a}-\left(Z_{I^{a}} \times I_{I I}\right)+p_{a+}\left(Z_{I^{a}}+\times I_{I I}\right)\right]} \\
& =e^{\left.-\left.\frac{1}{2}| | p_{1}\right|^{2}+\left|p_{1}\right|^{1}+\left|p_{2}\right|^{2}+\left|p_{p}\right|^{1}\right]} \\
& \times e^{i p_{a+}\left(Z_{I^{a}}+\times I_{I I}\right)} \cdot e^{i p_{a}-\left(Z_{J^{a}} \times I_{I I}\right)} \tag{5.9}
\end{align*}
$$

where $p_{a \pm}$ 's are ordinary $c$-numbers, and we have used the Baker-Hausdorff theorem. ${ }^{23}$ Moreover from (3.6) we can obtain ${ }^{24}$

$$
\begin{align*}
& \left({ }_{r}\left(n^{4}\right)\left|e^{i p_{a+}\left(Z_{I^{a}}+\times I_{I I}\right)} e^{i p_{a}-\left(Z_{I^{a}}-\times I_{I I}\right)}\right|(n) \frac{\xi}{I}\right) \\
& \quad=L_{n^{2}}\left(\left|p_{1}\right|^{2}\right) L_{n^{2}}\left(\left|p_{2}\right|^{2}\right) L_{n^{a}}\left(\left|p_{3}\right|^{2}\right) L_{n^{*}}\left(\left|p_{4}\right|^{2}\right) I_{I I} \tag{5.10}
\end{align*}
$$

$$
\begin{aligned}
& \text { 23 A. A. Maradudin, E. W. Montroll, and G. H. Weiss, } \\
& \text { Theory of Lattice Dynamics in the Harmonic Approximation } \\
& \text { (Academic Press Iny., New York, 1963). } \\
& \text { u From (3.6). }
\end{aligned} \begin{array}{r}
\left(Z_{I}^{1-}\right)^{r} \left\lvert\,\left(n^{1}\right)_{I}^{\frac{1}{2}}\right. \\
\left.\quad=\left[n^{1}\left(n^{1}-1\right) \cdots\left(n^{1}-r+1\right)\right]^{\frac{1}{1}} \right\rvert\,\left(n^{1}-r\right)^{\frac{1}{I}}, \\
\left(Z_{I}^{1+}\right)^{r} \left\lvert\,\left(n^{1}\right)_{I}^{\frac{1}{2}}\right. \\
\left.\quad=\left[\left(n^{1}+1\right)\left(n^{1}+2\right) \cdots\left(n^{1}+s\right)\right]^{\frac{1}{2}} \right\rvert\,\left(n^{1}+s\right)^{\frac{1}{I}},
\end{array}
$$

so that

$$
\begin{aligned}
& \left(\left(n^{1}\right)^{\frac{1}{4}}\left|\sum_{r} \sum_{s} \frac{\left(i p_{1_{+}}\right)^{\cdot}}{s!} \frac{\left(i p_{1_{-}}\right)^{r}}{r!}\left(Z_{I}^{1^{+}}\right)^{\cdot}\left(Z_{I}^{1-}\right)^{r}\right|\left(n^{1}\right)^{\frac{1}{2}}\right) \\
& =\sum_{r} \sum_{!} \frac{\left(i p_{1+}\right)^{!}}{s!} \frac{\left(i p_{1}\right)^{r}}{r!}\left[n^{1} \cdots\left(n^{1}-r+1\right)\right. \\
& \left.\times\left(n^{1}-r+1\right) \cdots\left(n^{1}-r+s\right)\right]^{\frac{1}{1}} \delta_{r}, \\
& =n^{1}!\sum_{r} \frac{\left(-\left|p_{1}\right|^{2}\right)^{r}}{(r!)^{2}\left(n^{1}-r\right)!}=L_{n^{2}}\left(\left|p_{1}\right|^{2}\right) \text {. }
\end{aligned}
$$

We assume that our field operators possess Fourier transform

$$
\begin{align*}
& \Phi_{I}^{ \pm}{ }_{I I}\left(Z_{I}^{+} \times I_{I I}, Z_{I}^{-} \times I_{I I}\right) \\
& =\frac{1}{(2 \pi)^{4}} \int \cdots \int d^{4} p_{+} d^{4} p_{-}\left[I_{I} \times B_{I I}^{ \pm}\left(p_{+}, p_{-}\right)\right] \\
&  \tag{5.11}\\
& \quad \times e^{ \pm i\left(p_{a+}\left(Z_{I^{a}}+\times I_{I I}\right)+p_{a}-\left(Z_{I^{a}} \times I_{I I}\right)\right]} .
\end{align*}
$$

Because $\Phi_{I}^{ \pm}{ }_{I I}$ have to satisfy (5.2), we must have

$$
\begin{align*}
& B_{I I}^{ \pm}\left(p_{+}, p_{-}\right) \\
& \quad=2 \pi \delta\left(-\eta^{a b} p_{a+} p_{b-}+m^{2}\right) A_{I I}^{ \pm}\left(p_{+}, p_{-}\right) \tag{5.12}
\end{align*}
$$

The expectation values of the field operators are

$$
\begin{align*}
& \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right)=\left({ }_{I}(n)^{\frac{1}{4}}\left|\Phi_{I}^{ \pm}{ }_{I I}\right|(n)^{\frac{1}{2}}\right)_{I} \\
& =\frac{(2 \pi)^{\frac{1}{2}}}{(2 \pi)^{4}} \int \cdots \int d^{4} p_{+} d^{4} p_{-} A_{I I}^{ \pm}\left(p_{+}, p_{-}\right) \\
& \times \delta\left(-\eta^{a b} p_{a+} p_{b-}+m^{2}\right) e^{-\frac{3}{-1}\left(\left.p_{1}\right|^{2}+\left|p_{p}\right|^{2}+\left|p_{1}\right|^{\prime}+\left|p_{0}\right|^{\prime}\right)} \\
& \times L_{n^{2}}\left(\left|p_{1}\right|^{2}\right) L_{n^{*}}\left(\left|p_{2}\right|^{2}\right) L_{n^{2}}\left(\left|p_{3}\right|^{2}\right) L_{n^{2}}\left(\left|p_{4}\right|^{2}\right),
\end{align*}
$$

by virtue of (5.9), (5.10), (5.11), and (5.12).


Fig. 1. Complex $\boldsymbol{k}_{4}$-plane.

## Denoting

$p_{4 \pm}=\left|p_{4}\right| e^{ \pm i \theta_{2}}$ and $\omega^{2}=\left|p_{1}\right|^{2}+\left|p_{2}\right|^{2}+\left|p_{3}\right|^{2}+m^{2}$, (5.12') can be rewritten as

$$
\begin{align*}
& \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right)=\frac{(2 \pi)^{\frac{1}{2}}}{(2 \pi)^{4}} e^{-\frac{1}{2} m^{2}} \int \cdots \int d^{3} p_{+} d^{3} p_{-} \\
& \quad \times \int d \theta_{4} A_{I I}^{ \pm}\left(p_{ \pm}, \omega e^{ \pm i \theta_{4}}\right) e^{-\left(\left|p_{2}\right|^{2}+\left|p_{2}\right|^{p}+\left|p_{3}\right|^{3}\right)} \\
&  \tag{5.13}\\
& \times L_{n^{2}}\left(\left|p_{1}\right|^{2}\right) L_{n^{2}}\left(\left|p_{2}\right|^{2}\right) L_{n^{2}}\left(\left|p_{3}\right|^{2}\right) L_{n^{2}}\left(\omega^{2}\right)
\end{align*}
$$

Now we postulate the amplitude quantization

$$
\begin{gather*}
{\left[A_{I I}^{-}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta}\right), A_{I I}^{+}\left(\mathbf{p}_{ \pm}^{\prime}, \omega^{\prime} e^{ \pm i \theta^{\prime}}\right]=I_{I I} \delta\left(\left|p_{1 \pm}-p_{1 \pm}^{\prime}\right|^{2}\right)\right.} \\
\times \delta\left(\left|p_{2 \pm}-p_{2 \pm}^{\prime}\right|^{2}\right) \delta\left(\left|p_{3 \pm}-p_{3 \pm}^{\prime}\right|^{2}\right) f\left(\theta_{4}, \theta_{4}^{\prime}\right),  \tag{5.14}\\
{\left[A_{I I}^{-}, A_{I I}^{-}\right]=\left[A_{I I}^{+}, A_{I I}^{+}\right]=0_{I I}} \\
\int_{0}^{2 \pi} \int_{0}^{2 \pi} f\left(\theta_{4}, \theta_{4}^{\prime}\right) d \theta_{4} d \theta_{4}^{\prime}=(2 \pi)^{2}
\end{gather*}
$$

As the consequence of this and (5.13), (5.8), one obtains
$\left[\Phi_{I I}^{-}\left(n^{\frac{1}{2}}\right), \Phi_{I I}^{+}\left(n^{\prime \frac{3}{2}}\right)\right]=i I_{I I} G\left[(n)^{\frac{3}{2}},\left(n^{\prime}\right)^{\frac{1}{3}}\right]$,
$\left.\left[\Phi_{I I}^{-}\left(n^{\frac{1}{3}}\right), \Phi_{I I}^{-}\left(n^{\prime \prime}\right)\right]=\Phi_{I I}^{+}\left(n^{\frac{1}{3}}\right), \Phi_{I I}^{+}\left(n^{\prime}\right)\right]=0_{I I}$.
The quantization (5.15) is consistent with field equations (5.2) because

$$
\begin{aligned}
& 0_{I I}=\left[\left(\mathbf{\Sigma}+m^{2}\right) \Phi_{I I}^{ \pm}\left(n^{\frac{1}{2}}\right), \Phi_{I I}^{\mp}\left(n^{\prime 2}\right)\right] \\
&=\mp i I_{I I}\left(\boldsymbol{m}+m^{2}\right) G\left[(n)^{\frac{1}{2}},\left(n^{\prime}\right)^{\frac{1}{2}}\right]=0_{I I}
\end{aligned}
$$

from (5.12) and (5.7).
Straightforward calculation for energy and number operators from (5.4) and (5.13), yields

$$
\begin{aligned}
& P_{I I 4+}=H_{I I+}=\frac{1}{(2 \pi)^{4}} \int \cdots \int \cdots d^{3} \mathbf{p}_{+} d^{8} \mathbf{p}_{-} \omega^{8} e^{-\omega *} \\
& \times \iint d \theta_{4} d \theta_{4}^{\prime}\left[A_{I I}^{-}\left(\mathbf{p}_{t}, \omega e^{* i \theta_{0}}\right)\right. \\
& \times A_{I I}^{+}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{*}^{\prime}}\right)+A_{I I}^{+}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{\theta}}\right) \\
& \left.\times A_{I I}^{-}\left(\mathrm{p}_{*}, \omega^{ \pm i \theta_{+}}\right)\right]\left(e^{i \theta_{+}}-e^{\left.i \theta_{4}^{*}\right)}\right) e^{\omega^{* *}+\left(\theta_{4}-\theta_{4}^{\prime}\right)}, \\
& P_{4-}=H_{H I-}=\frac{1}{(2 \pi)^{4}} \int \cdots \int \cdots d^{3} \mathbf{p}_{+} d^{3} \mathbf{p}-\omega^{3} e^{-\alpha^{*}} \\
& \times \iint d \theta_{4} d \theta_{4}^{\prime}\left[A_{I I}^{-}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{0}}\right)\right. \\
& \times A_{I I}^{+}\left(\mathrm{p}_{ \pm}, \omega e^{ \pm i \theta_{\alpha^{\prime}}}\right) e^{i\left(\theta_{*}-\theta_{*^{\prime}}\right)}+A_{I I}^{+}\left(\mathrm{p}_{ \pm}, \omega e^{ \pm i \theta^{\prime}}\right) \\
& \left.\times A_{\overline{I I}}^{-}\left(\mathbf{p}_{ \pm}, \omega e^{* i \theta^{\prime}}\right)\left(2-e^{i\left(\theta_{*}-\theta_{*^{\prime}}\right)}\right)\right] \\
& \times\left(e^{-i \theta_{0}}-e^{-i \theta_{0}^{\prime}}\right) e^{\omega_{*}^{* i\left(\theta_{4}-\theta_{\theta^{*}}\right)}},
\end{aligned}
$$

$$
\begin{align*}
& N_{I I}=\frac{-i}{(2 \pi)^{4}} \int \cdots \int \cdots d^{3} \mathbf{p}_{+} d^{3} \mathrm{p}-\omega^{2} e^{-v^{2}} \iint d \theta_{4} d \theta_{4}^{\prime} \\
& \times\left[A_{I I}^{+}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{0}}\right) A_{I I}^{-}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{*}^{*}}\right)\left(1-e^{-i\left(\theta_{ \pm}-\theta_{4}^{\prime}\right)}\right)\right. \\
& \left.+A_{I I}^{-}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{4}}\right) A_{I I}^{+}\left(\mathbf{p}_{ \pm}, \omega e^{ \pm i \theta_{4}^{\prime}}\right)\left(1-e^{i\left(\theta_{+}-\theta_{*}^{\prime}\right)}\right)\right] . \tag{5.16}
\end{align*}
$$

The operators $H_{r r_{ \pm}}$are not 'gauge-invariant' and as such do not correspond to observables. To obtain the 'gauge-invariant' energy operator for the complex field it is noticed that the field Eqs. (5.3) are derivable from the action operator. ${ }^{25}$

$$
\begin{align*}
& A_{I I}=\sum_{a=1}^{4} \sum_{b=1}^{4} \eta^{a b} n_{b} \Delta_{a}^{\prime} \Phi_{I I}^{+}\left(n^{\ddagger}\right) \Delta_{b}^{\prime} \Phi_{I I}^{-}\left(n^{\frac{1}{2}}\right) \\
&-m^{2} \Phi_{I I}^{+} \Phi_{I I}^{-} . \tag{5.17}
\end{align*}
$$

Here and subsequently the summation convention is suspended. Following the Lagrangian formalism developed ${ }^{14}$ for the field operators satisfying partial difference equations one arrives at the energy-mo-mentum-stress operator

$$
\begin{align*}
& T_{I I, e}^{b}=\sum_{a=1}^{4} \eta^{a b}\left[\left(n_{b} \Delta_{a}^{\prime} \Phi_{I I}^{+}\right)\left(\Delta_{c} E_{b}^{-1} \Phi_{I I}^{-}\right)\right. \\
& \quad+\left(\Delta_{c} E_{b}^{-1} \Phi_{I I}^{+}\right)\left(n_{b} \Delta_{a}^{\prime} \Phi_{I I}^{-}\right) \\
& +\frac{1}{2}\left(n_{b} \Delta_{a}^{\prime} \Delta_{c} \Phi_{I I}^{+}\right)\left(\Delta_{c} E_{b}^{-1} \Phi_{I I}^{-}\right) \\
& \left.+\frac{1}{2}\left(\Delta_{c} E_{b}^{-1} \Phi_{I I}^{+}\right)\left(n_{b} \Delta_{a}^{\prime} \Delta_{c} \Phi_{I I}^{-}\right)\right]-\delta_{. e}^{b} L_{I I I},  \tag{5.18}\\
& \sum_{b} \Delta_{b} T_{I I, c}^{b}=-\frac{1}{2}\left(\Delta_{c} \Phi_{I I}^{+}\right)\left(\Delta_{c} E_{\mathrm{c}} \Phi_{I I}^{-}\right) \\
& \quad \quad \quad-\frac{1}{2}\left(\Delta_{c} E_{\mathrm{c}} \Phi_{I I}^{+}\right)\left(\Delta_{c} \Phi_{I I}^{-}\right) .
\end{align*}
$$

The energy operator is

$$
\begin{align*}
& H_{I I}\left(n^{4}\right) \stackrel{\text { def }}{=} \sum_{n} T_{I r .4}^{4}\left[(n)^{\frac{3}{2}}, n^{4}\right] \\
& =2 \pi \int d^{a}|\mathbf{p}|^{2} N_{I I}\left(\mathbf{p}_{ \pm}\right)\left[\omega^{2}\left(L_{n}^{4}\left(\omega^{2}\right)\right)^{2}\right. \\
&  \tag{5.19}\\
& \left.\quad+n_{4} L_{n_{4}^{(-1)}}^{(-1)} L_{n}^{(-1)}+1\right]
\end{align*}
$$

where

$$
\begin{aligned}
& N_{I I}\left(\mathbf{p}_{ \pm}\right) \stackrel{\text { def }}{=} A_{I I}^{+} A_{I r}^{-}, \quad L_{n}^{(-\alpha)}(x) \stackrel{\text { def }}{=} \sum_{m=0}^{n}(-1)^{m-n} \\
& \times \frac{\Gamma(n-\alpha+1)}{m!(n-m)!\Gamma(n-m-\alpha+1)} x^{n-m}
\end{aligned}
$$

and

$$
\int d^{3}|\mathbf{p}|^{2} f\left(\mathbf{p}_{*}\right)
$$

$$
\stackrel{\text { def }}{=} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} d\left|p_{1}\right|^{2} d\left|p_{2}\right|^{2} d\left|p_{3}\right|^{2} f\left(\mathbf{p}_{+}, \mathbf{p}_{-}\right)
$$

From (5.19) it is clear that observable energy of the field will not be exactly conserved.

Now the asymptotic approximation for Laguerre polynomials are ${ }^{26}$

$$
\begin{align*}
e^{-|k|^{2}} L_{n}\left(|k|^{2}\right) \sim & \frac{1}{\left[\pi\left(n+\frac{1}{4}\right)^{\frac{1}{2}}|k|\right]^{\frac{1}{2}}} \\
& \times \cos \left[2\left(n+\frac{1}{4}\right)^{\frac{1}{2}}|k|-\frac{1}{4}\right] \\
& +0\left[\frac{|k|^{3}}{2\left(n+\frac{1}{4}\right)^{\frac{1}{2}}}\right]  \tag{5.20}\\
\sim & J_{0}\left[2\left(n+\frac{1}{2}\right)^{\frac{1}{2}}|k|\right]+O\left(n^{-\frac{1}{2}}\right) .
\end{align*}
$$

From (5.20) it is evident that the plane wave associated with a free particle is damped with respect to distance, time, wavenumber and frequency. The ratio of intensities of plane waves associated with a definite number of free particles in two different wavenumber states is

$$
\frac{I}{I^{\prime}}=\frac{\left|p_{1}^{\prime}\right|\left|p_{2}^{\prime}\right|\left|p_{3}^{\prime}\right|\left(\left|p_{1}^{\prime}\right|^{2}+\left|p_{2}^{\prime}\right|^{2}+\left|p_{3}^{\prime}\right|^{2}+m^{2}\right)^{\frac{1}{2}}}{\left|p_{1}\right|\left|p_{2}\right|\left|p_{3}\right|\left(\left|p_{1}\right|^{2}+\left|p_{2}\right|^{2}+\left|p_{3}\right|^{2}+m^{2}\right)^{\frac{1}{2}}}
$$

in contrast to $I / I^{\prime}=1$ in the conventional theory.
From the asymptotic approximation of the La-

[^47]guerre polynomials one can obtain the approximate energy operator $H_{I I}$ from (5.19) as
\[

$$
\begin{align*}
H_{I I}\left(n^{4}\right) \sim & \frac{2}{\left(n^{4}\right)^{\frac{1}{2}}} \int d^{3}|\mathbf{p}|^{2} N_{I I}\left(\mathbf{p}_{*}\right) \omega \\
& \times\left(\left\{\cos \left[2\left(n^{4}+\frac{1}{4}\right)^{\frac{1}{4}} \omega-\frac{1}{4}\right]\right\}^{2}\right. \\
& \left.+\left\{\cos \left[2\left(n^{4}+\frac{1}{4}\right)^{\frac{1}{4}} \omega+\frac{1}{4}\right]\right\}^{2}\right), \tag{5.21}
\end{align*}
$$
\]

where we have chosen $N_{I I}\left(\mathbf{p}_{\star}\right)=0_{I I}$ for $\omega^{2}>2^{\frac{1}{2}}\left(n^{4}\right)^{\frac{1}{2}}$. Averaging the rapid fluctuation of energy with respect to time, we obtain from (5.21)

$$
\begin{equation*}
\overline{H_{I I}\left(n^{4}\right)} \sim \frac{2}{\left(n^{4}\right)^{\frac{1}{2}}} \int d^{\mathbf{3}}|\mathbf{p}|^{2} N_{I I}\left(\mathbf{p}_{4}\right) \omega \tag{5.22}
\end{equation*}
$$

This is almost the energy-frequency relation of Planck excepting two differences. Firstly, energy depends slightly on the direction of wave-propagation revealing anisotropy of lattice structure. Secondly, energy decays slowly with time. From this result and also from the damping of wave with time as in (5.20), it seems that the natural universe will tend to disappear into nothingness in course of time!

If one writes $r=(n)^{\frac{1}{2}}$ for large $n$ and substitutes (5.20') into (5.8) then Eq. (5.8) of the classical fields in paper I is obtained, and this shows a correspondence between unquantized and quantized field operators.
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#### Abstract

It is shown here that if we demand the covariance under general circular transformations (rotations in complex planes), the electromagnetic potentials can be geometrized as the affine connections necessary for such covariance. The geodesic hypothesis yields the Lorentz equation of motion with an interesting correction term.


## I. INTRODUCTION

TTHERE have been many attempts ${ }^{1}$ to unify electromagnetism and gravitation in a single geometry. The more notable ones are due to Weyl ${ }^{2}$ (with the nonintegrability of length), Kaluza ${ }^{3}$ and Klein $^{4}$ (with the fifth dimension) and Einstein ${ }^{5}$ and Schrödinger ${ }^{6}$ (with nonsymmetric affine connections).

The basic ideas behind our approach are the following. Four straight lines passing through the origin in four complex planes can be characterized by $\arg z^{k+}=$ const. Such lines replaced the usual Cartesian coordinate lines in our previous papers. Instead of straight coordinate lines let us consider four continuous, differentiable coordinate curves in complex planes which can be characterized by $\arg z^{k+}=\chi(r)$. If we now demand the covariance of the physical laws under transformations ${ }^{7}$ from one set of such curves to another, the necessary affine connections and Riemann-type tensor could play the parts of electromagnetic potentials and fields. Moreover, we shall interpret the sum of angular momenta in complex planes as the electric charge. The resulting theory is quite simple.

In our approach one will recognize some shades of ideas occurring in previous attempts by others. For example, the unimodular factor which will represent circular transformations corresponds to the gauge factor in Weyl's theory. Electrical or internal coordinates $\arg z^{k+}$ have similarity with the fifth dimension of Kaluza's theory. Ours has the closest

[^48]resemblance with the general spinor analysis as developed by Infeld and van der Waerden. ${ }^{8}$ But in their formulation there are no electrical or internal coordinates, nor there is any explanation of the electromagnetic interaction of charged scalar fields. Our approach is free of these criticisms.
In this paper we have not exploited the completely general covariance in the complex space-time and possibilities along the same direction have been mentioned in concluding lines.

## II. GENERAL CIRCULAR COVARIANCE AND ELECTROMAGNETIC FIELDS

Let us consider the complex space-time coordinatized with $z^{k \pm}$. We shall restrict the range of $\arg z^{k+}$ to $[0, \pi)$, so that $\bmod z^{k \pm}$ can assume both positive and negative values. Furthermore, for the sake of simplicity we shall assume $\arg z^{1+}=\arg z^{2+}=$ $\arg z^{3+}=\arg z^{4+}=\theta$. Writing $z^{k \pm}=r^{k} e^{ \pm i \theta}$, we shall consider the covariance of the theory under following transformations:

$$
\begin{gather*}
r^{i}=a_{. i}^{i} r^{i}  \tag{2.1}\\
\theta^{\prime}=\theta+\lambda(r) \tag{2.2}
\end{gather*}
$$

where $a_{. j}^{i}$ is an element of $L_{4} \ddagger$ and $\lambda(r)$ is any continuous, differentiable, monotonic function of four real variables $(r) \stackrel{\text { dief }}{=}\left(r^{1}, r^{2}, r^{3}, r^{4}\right)$.

In the complex space-time the obvious generalization of the Minkowskian line element is

$$
\begin{array}{rl}
d s^{2}=\eta_{i i} & d z^{i+} d z^{i-} \\
& =\eta_{i j}\left(d r^{i}+i r^{i} d \theta\right)\left(d r^{i}-i r^{i} d \theta\right) . \tag{2.3}
\end{array}
$$

Though this real line element is invariant under (2.1), but it fails to be so under (2.2). Therefore, we generalize (2.3) to
$d s^{2}=\eta_{i i}\left[d r^{i}+i r^{i}\left(d \theta+A_{k}(r) d r^{k}\right)\right]$

$$
\begin{equation*}
\times\left[d r^{i}-i r^{i}\left(d \theta+A_{m}(r) d r^{m}\right)\right] \tag{2.4}
\end{equation*}
$$

[^49]where the functions $A_{k}(r)$ of four real variables are assumed to be of class $C_{2}$.

The line element (2.4) will be invariant under both of (2.1) and (2.2) provided we ascribe the following transformation properties to $A_{k}(r)$

$$
\begin{align*}
A^{\prime k}\left(r^{\prime}\right) & =a_{.1}^{k} A^{i}(r),  \tag{2.5}\\
A_{k}^{\prime}(r) & =A_{k}(r)-\left[\partial \lambda(r) / \partial r^{k}\right],
\end{align*}
$$

corresponding to (2.1) and (2.2).
For the equation of motion of a particle in complex space-time we shall postulate the geodesic principle

$$
\begin{equation*}
\delta \int d s=0 \tag{2.6}
\end{equation*}
$$

If we parametrize the world-line in the complex space-time by $z^{k \pm}=z^{k \pm}(s)$, then (2.6) is equivalent to the variational principle with a Lagrangian

$$
\begin{equation*}
L=\left(\frac{1}{2}\right) m \eta_{i j}\left[\dot{r}^{i} \dot{r}^{i}+r^{i} r^{i}\left(\dot{\theta}+A_{k} \dot{r}^{i}\right)^{2}\right], \tag{2.7}
\end{equation*}
$$

where $m$ is a finite constant and the dot denotes the total derivative with respect to $s$.

Equations of motion derivable from the Lagrangian $L$ are

$$
\begin{align*}
m \ddot{r}_{i}= & m\left[A_{i} \frac{d}{d s}\left(\eta_{k i} r^{k} r^{i}\left(\dot{\theta}+A_{n} \dot{r}^{n}\right)\right)\right. \\
& +\eta_{k i} r^{k} r^{2}\left(\dot{\theta}+A_{n} \dot{r}^{n}\right) \\
& \left.\times\left(\frac{\partial A_{i}}{\partial r^{i}}-\frac{\partial A_{i}}{\partial r^{i}}\right) \dot{r}^{i}+\left(\dot{\theta}+A_{k} \dot{r}^{k}\right)^{2} r^{i}\right],  \tag{2.8}\\
& \frac{d}{d s}\left[m \eta_{i} r^{i} r^{i}\left(\dot{\theta}+A_{k} \dot{r}^{k}\right)\right]=0 .
\end{align*}
$$

The integration of the last equation yields a constant of motion

$$
\begin{equation*}
q=m \eta_{i i} r^{i} r^{i}\left(\dot{\theta}+A_{k} \dot{r}^{k}\right) \tag{2.9}
\end{equation*}
$$

which corresponds to the sum of angular-momenta in complex planes. Substituting (2.9) into (2.8) we have
$\tilde{r}_{i}=\frac{q}{m}\left(\frac{\partial A_{i}}{\partial r^{i}}-\frac{\partial A_{i}}{\partial r^{i}}\right) \dot{r}^{i}+\left(\frac{q}{m}\right)^{2} \frac{r_{i}}{\left(\eta_{i k} r^{i} r^{k}\right)^{2}}$.
This equation resembles the Lorentz-equation of motion except the last correction term, provided we interpret $m, q$ as the mass and the charge of the particle, and $A_{i}(r)$ as electromagnetic four potential. The physically significant fact from (2.10) is that if we reverse the sign of the charge in a given electromagnetic field, the acceleration will not be exactly reversed. Also, all charged particles will tend to move away from spatial origin even in absence of electromagnetic fields.

For the energy-momentum relation we can obtain from (2.7)

$$
\begin{gather*}
P_{i} \stackrel{\text { def }}{=} \frac{\partial L}{\partial \dot{r}^{i}}=m \dot{r}_{i}+q A_{i},  \tag{2.11}\\
\eta^{i i}\left(P_{i}-q A_{i}\right)\left(P_{i}-q A_{i}\right)=m^{2}-\frac{q^{2}}{\eta_{i j} r^{i} r^{i}} .
\end{gather*}
$$

Under transformations (2.1) and (2.2) the field quantities transform like

$$
\begin{aligned}
\varphi^{\prime i^{\prime} \cdots+\cdots\left(z^{+}\right.}, & \left.z^{\prime-}\right) \\
& =a_{. i}^{i^{\prime}} \cdots e^{i \lambda(r)} \cdots \varphi^{i \cdots+\cdots}\left(z^{+}, z^{-}\right) .
\end{aligned}
$$

Therefore the covariant derivatives should be defined as ${ }^{9}$

$$
\begin{equation*}
\varphi_{: k}^{ \pm} \stackrel{\operatorname{def}}{=} \frac{\partial \varphi^{ \pm}}{\partial r^{k}} \pm i A_{k}(r) \varphi^{ \pm} \tag{2.12}
\end{equation*}
$$

where $A_{k}(r)$ transforms like in (2.5).
From (2.12) we have

$$
\begin{equation*}
\varphi_{i[k \in]}^{ \pm}= \pm i F_{k \in} \varphi^{ \pm}, \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{k c} \stackrel{\text { def }}{=} \frac{\partial A_{t}}{\partial r^{k}}-\frac{\partial A_{k}}{\partial r^{\circ}} . \tag{2.14}
\end{equation*}
$$

The quantities $A_{k}, F_{k}$ are analogous to Christoffel symbols and Riemann tensor, respectively. We can obtain Maxwell's equation from the variation of the square Lagrangian $L=\left(\frac{1}{4}\right) F_{k o} F^{k \phi}$ together with (2.14).

## III. GENERAL COVARIANCE AND ELECTROGRAVITATIONAL FIELDS

In the complex space-time coordinatized by $z^{k \pm}=$ $r^{k} e^{ \pm i \theta}$, we shall now consider the covariance under transformations

$$
\begin{align*}
r^{\prime k} & =r^{\prime k}(r)  \tag{3.1}\\
\theta^{\prime} & =\theta+\epsilon \lambda(r),
\end{align*}
$$

where $\epsilon$ is a constant and the functions $r^{\prime}(r), \lambda(r)$ of four real variables are of class $C_{2}$.

Under (3.1) tensor fields transform like

$$
\begin{align*}
& \varphi^{\varphi^{i \cdot++} \cdot}\left(z^{\prime+}, z^{\prime-}\right) \\
&  \tag{3.2}\\
& \quad=\frac{\partial r^{\prime}}{\partial r^{i}} \cdots e^{i \in \lambda(r)} \cdots \varphi^{i \cdots+\cdots}\left(z^{+}, z^{-}\right)
\end{align*}
$$

The covariant derivative of $\varphi^{i \pm}\left(z^{+}, z^{-}\right)$with respect to $r^{k}$ can be defined as

$$
\begin{gather*}
\varphi_{: k}^{i+} \stackrel{\text { def }}{=} \frac{\partial \varphi^{i+}}{\partial r^{k}}+\Gamma_{k i \varphi^{i+}}^{i}, \quad \varphi_{: k}^{i-}=\frac{\partial \varphi^{i-}}{\partial r^{k}}+\overline{\Gamma_{k i}^{i} \varphi^{i-}},  \tag{3.3}\\
\Gamma_{k j}^{i} \stackrel{\text { def }}{=}\left\{\begin{array}{c}
i \\
k j
\end{array}\right\}+i \epsilon \delta_{. j}^{i} A_{k},
\end{gather*}
$$

[^50]where $\left\{\begin{array}{l}i \\ \left.k_{k}\right\}\end{array}\right.$ are Christoffel symbols constructed out of the metric tensor ${ }^{10} g_{i j}(r)$ and $A_{k}(r)$ transform like in (2.5).

From (3.3) we obtain

$$
\begin{align*}
& \varphi_{i+i[k 0]}=P_{.{ }_{i}{ }_{k} \varphi_{i+},}, \\
& \varphi_{i-i[k \epsilon]}=\bar{P}_{.{ }_{i k}{ }_{k} \varphi_{i-},}, \\
& P_{. j k c}^{i} \stackrel{\text { def }}{=} \frac{\partial \Gamma_{i o}^{i}}{\partial r^{i}}-\frac{\partial \Gamma_{i k}^{i}}{\partial r^{e}} \\
& +\Gamma_{{ }_{j}}^{a} \Gamma_{a k}^{i}-\Gamma_{i k}^{a} \Gamma_{a \phi}^{i}=R_{. j k}^{i}-i \epsilon \delta_{. i}^{i} F_{k \theta}, \tag{3.4}
\end{align*}
$$

where $R^{i}{ }_{j k e}$ is the usual Riemann Tensor constructed out of $g_{i i}(r)$ and $F_{k s}$ has been defined in (2.14).

The $P_{. i k}^{i}$. tensor has the following properties

$$
\begin{align*}
& P_{i j o k}=-P_{i i k \theta}, \quad P_{i k k \theta}=-\bar{P}_{i j k \theta},  \tag{3.5}\\
& P_{. j k \theta ; m}^{i}+P_{. j e m ; k}^{i}+P_{. j m k ; \theta}^{i}=0 .
\end{align*}
$$

The possible contractions of $P_{. j k o}^{i}$ are

$$
\begin{gather*}
P_{i k} \stackrel{\text { def }}{=} P_{. j k i}^{i}=R_{i k}+i \epsilon F_{i k}=\bar{P}_{k i}, \\
\pi_{k \theta} \stackrel{\text { def }}{=} P_{. i k \theta}^{i}=-4 i \epsilon F_{k \theta}=\bar{\pi}_{e k},  \tag{3.6}\\
P \stackrel{\text { def }}{=} P_{. i}^{i}=R=\bar{P}, \pi=\pi_{\cdot k}^{k}=0, \\
\left(P_{\cdot m}^{k}+\bar{P}_{\cdot m}^{k}-\delta_{\cdot m}^{k} P\right)_{; k}=0 .
\end{gather*}
$$

The electro-gravitational field equations should be derived from any one or linear combinations of square Lagrangians ${ }^{11}$

$$
\begin{equation*}
L^{\prime}=P^{i j} \bar{P}_{i j}=R^{i k} R_{j k}+\epsilon^{2} F^{j k} F_{i k}, \tag{3.7}
\end{equation*}
$$

$L^{\prime \prime}=P^{i j k} \bar{P}_{i j k \epsilon}=R^{i j k e} R_{i j k c}+4 \epsilon^{2} F^{k \phi} F_{k \epsilon}$.
It is already known ${ }^{12}$ that the field equations derived from $L^{\prime}$ or $L^{\prime \prime}$ contain the Schwarzchild's field as one of possible solutions. However, the Nördstrom-Jefferey-Reistner solution is not obtain-

[^51]able from the same. These statements will be verified in the following. In case of the spherical symmetry if we choose
\[

$$
\begin{align*}
-g_{11}^{-1} & =g_{44}=1+2 V(\rho), \quad g_{22}=-\rho^{2}  \tag{3.8}\\
g_{33} & =-\rho^{2} \sin ^{2} \theta, \quad F^{14}=q / \rho^{2},
\end{align*}
$$
\]

then field equations derivable from $L^{\prime \prime}$, for example, boil down to

$$
\begin{align*}
& 2 \rho^{2} V^{\prime \prime \prime} V^{\prime}+4 \rho V^{\prime \prime} V^{\prime}-\rho^{2} V^{\prime \prime 2}+4(1+2 V) V^{\prime \prime} \\
& \quad-4 V^{\prime 2}-\frac{8 V}{\rho^{2}}-\frac{12 V^{2}}{\rho^{2}}-\frac{4(\epsilon q)^{2}}{\rho^{2}}=0, \tag{3.9}
\end{align*}
$$

where the prime denotes the differentiation with respect to $\rho$. It is easy to verify that for $q=0$ we can have $V(\rho)=-m / \rho$ as one of solutions of (3.9). But for $q \neq 0$, we cannot satisfy (3.9) with $V(\rho)=-(m / \rho)+\left(k / \rho^{2}\right)$.
Before concluding we should remark that we have not considered the most general coordinate transformations in the complex space-time (coordinatized by $z^{a}$ and $z^{d}=\bar{z}^{a}$ ). These are

$$
z^{\prime a}=z^{\prime a}(z, \bar{z}), \quad z^{\prime a}=z^{\prime \dot{A}}(\bar{z}, z) .
$$

Correspondingly the line element that should be considered is

$$
\begin{gathered}
d s^{2}=g_{a b} d z^{a} d z^{b}+g_{a b} d z^{\dot{a}} d z^{\dot{b}}+g_{a b} d z^{\dot{d}} d z^{\dot{b}}, \\
g_{a b}=g_{b a}, \quad g_{a \dot{b}}=g_{\dot{b} \dot{a}}, \quad g_{a b}=g_{b \dot{b}},
\end{gathered}
$$

which contain 36 components of the metric tensor and may consist of many other fields besides electrogravitation. The matter is being pursued further.
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It is shown, for a certain class of analytic potentials, that the previously reported result

$$
A(\lambda, k) \xrightarrow[|\lambda| \rightarrow \infty]{\sim} 1 / k^{2} V( \pm \lambda / k), \operatorname{Re} \lambda \geq 0,
$$

where the sign $\pm$ is chosen such that $-\pi / 2 \leq \arg \pm(\lambda / k) \leq \pi / 2$, is valid also for $\operatorname{Re} \lambda<0$ except for a discrete set of points on the negative real axis. The result holds for arbitrary complex $k \neq 0$, finite or infinite.

## I. GENERAL CONSIDERATIONS OF ASYMPTOTIC BEHAVIOR

IN a previous paper, ${ }^{1}$ hereafter referred to as I, we discussed the asymptotic behavior of the scattering amplitude in the variable $\lambda=l+\frac{1}{2}$ for a wide class of analytic potentials (see Appendix). The principal result was

$$
\begin{equation*}
A(\lambda, k) \xrightarrow[|\lambda| \rightarrow \infty]{\sim} \frac{1}{k^{2}} V( \pm \lambda / k), \quad \operatorname{Re} \lambda \geq 0 \tag{1}
\end{equation*}
$$

where the sign $\pm$ is chosen such that $\pm \lambda / k$ is in the region where $V( \pm \lambda / k)$ is decreasing, i.e. $-\pi / 2 \leq \arg \pm \lambda / k \leq \pi / 2$. The purpose of this note is to show that, under certain conditions, Eq. (1) applies also for $\operatorname{Re} \lambda<0$.

The evaluation of the asymptotic behavior of the scattering amplitude is based on the work of Langer, ${ }^{2}$ who considered the asymptotic solutions of the equation

$$
\begin{equation*}
u^{\prime \prime}(z)+\left[\lambda^{2} \phi^{2}(z)+x(z)\right] u(z)=0 \tag{2}
\end{equation*}
$$

where $\phi^{2}(z)$ and $x(z)$ are arbitrary holormorphic functions of $z$ in some region $G$ containing the origin, and $\phi^{2}(z)$ has a single zero of order $n \geq 0$ at $z=0$. It was shown in I that, by suitable transformations, the radial Schrödinger equation

$$
\begin{equation*}
v_{\lambda}^{\prime \prime}(r)+\left[k^{2}-\frac{\lambda^{2}-\frac{1}{4}}{r^{2}}-V(r)\right] v_{\lambda}(r)=0 \tag{3}
\end{equation*}
$$

can be written in the form (2). In particular, from Langer's results, we can always write two linearly independent solutions $v_{\lambda}^{ \pm}(r)$ of (3) whose form, for

[^52]sufficiently large $|\lambda|$, is explicitly given in terms of the two functions $\phi(r)$ and $\Phi(r)$, where
\[

$$
\begin{gather*}
\phi^{2}(r)=\left[k^{2}-V(r)\right]\left(r^{2} / \lambda^{2}\right)-1,  \tag{4}\\
\Phi(r)=\int_{r_{0}}^{r} \phi\left(r^{\prime}\right) \frac{d r^{\prime}}{r^{\prime}}, \tag{5}
\end{gather*}
$$
\]

and $r_{0}$ is a solution of the equation $\phi^{2}(r)=0$, with

$$
\begin{equation*}
r_{0} \xrightarrow[|\lambda| \rightarrow \infty]{\longrightarrow} \pm \lambda / k+O\left[\frac{1}{k^{2}} V( \pm \lambda / k)\right] \tag{6}
\end{equation*}
$$

These results are identical to those reported in I, and are valid in the left as well as the right halfplanes.

Since the solutions $v_{\lambda}^{ \pm}(r)$ are linearly independent, the physical solution $v_{\lambda}(r)$, defined by the boundary condition at the origin,

$$
v_{\lambda}(r) \underset{r \rightarrow 0}{\rightarrow} r^{\lambda+\frac{1}{2}} \text { for } \operatorname{Re} \lambda \geq 0,
$$

can always be written as a linear combination of $v_{\lambda}^{ \pm}(r)$,

$$
\begin{equation*}
v_{\lambda}(r)=a(\lambda) v_{\lambda}^{+}(r)+b(\lambda) v_{\lambda}^{-}(r) . \tag{7}
\end{equation*}
$$

The scattering amplitude is completely determined by the two coefficients $a(\lambda)$ and $b(\lambda)$ which must be identified by using the behavior of $v_{\lambda}(r)$ and $v_{\lambda}^{ \pm}(r)$. In I, this identification was carried out by using the known behavior of the wavefunction at $r=0$.

$$
\begin{equation*}
v_{\lambda}(r) \underset{r \rightarrow 0}{\rightarrow} r^{\lambda+\frac{1}{2}} . \tag{8}
\end{equation*}
$$

What we wish to note now is that although (8) does not necessarily hold for $\operatorname{Re}<0$, nevertheless, for values of $\lambda$ where it does hold, all of the methods of I apply, and the asymptotic behavior of the scattering amplitude is then given by (1).

## II. THE LEFT HALF-PLANE

As is well known, the physical solutions of the Schrödinger equation can be analytically continued in $\lambda$ through the equivalent integral equation ${ }^{3}$
$v_{\lambda}=r^{\lambda+\frac{1}{2}}-\frac{1}{2 \lambda} \int_{0}^{r}\left[\frac{\xi^{\lambda+\frac{1}{2}}}{r^{\lambda-\frac{1}{2}}}-\frac{r^{\lambda+1}}{\xi^{\lambda-\frac{1}{2}}}\right]\left[V(\xi)-k^{2}\right] v_{\lambda}(\xi) d \xi(9)$
and, throughout the region where this solution exists, (8) will be satisfied. Now, according to Newton's work, ${ }^{4}$ the constant term $k^{2}$ of $V(\xi)-k^{2}$ will generate a series of fixed poles at $\lambda=-1$, $-2, \cdots$, while if

$$
V(r) \underset{r \rightarrow 0}{\rightarrow} r^{p}, \quad p>-2
$$

the potential $V(\xi)$ will generate another sequence of poles at $\lambda=-1-\frac{1}{2} p,-1-\frac{1}{2} p-\frac{1}{2},-1-$ $\frac{1}{2} p-1, \cdots$. How far the continuation can be made in this manner depends upon the precise behavior of $V(r)$ at the origin. The precise result, again from Newton's work, is that if $r^{-p} V(r)$ is $m$ times differentiable at $r=0$, then (9) is valid in the region Re $>-m-\frac{1}{2}$, except at the fixed points mentioned above. (Of course, for $p=0$ or -1 , the poles at $\lambda=-1,-2, \cdots$, may cancel for certain values of $k$, giving the well known indeterminacy points of the $S$-matrix. ${ }^{5}$ ) Thus, if the behavior of the potential is such as to allow a continuation into the region where the asymptotic formulas apply, we see that (1) holds except in the neighborhood of a discrete set of values of $\lambda$, this set lying on the negative real $\lambda$ axis for real potentials.

We close with two final observations:
(a) For any fixed $k \neq 0$, and sufficiently large $|\lambda|$, all Regge poles must be in the neighborhood of the fixed points on the negative real $\lambda$ axis. However, since $k=0$ is excluded, and the asymptotic theory is not valid uniformly in $k$, these conclusions do not exclude the possibility of an infinite

[^53]number of poles arriving at $\lambda=-\frac{1}{2}$ when $k=0 .{ }^{\circ}$
(b) The asymptotic behavior is sufficient to allow the Khuri representation in the left half-plane. ${ }^{7}$

## APPENDIX

We give here the most precise restrictions of $V(r)$. For our present purpose, we assume that the potential can be analytically continued in the $r$ plane to $-\pi / 2 \leq \arg r \leq \pi / 2$, and that, for sufficiently large $|r|$, it decreases monotonically. In addition, to derive the results in I, two further conditions must be satisfied:
(a) We must have

$$
\phi^{2}(r) \underset{|r| \rightarrow \infty}{\longrightarrow} \phi_{0}^{2}(r)
$$

for all real values of $r$, where

$$
\begin{gathered}
\phi^{2}(r)=\left[k^{2}-V(r)\right]\left(r^{2} / \lambda^{2}\right)-1, \\
\phi_{0}^{2}(r)=\left(k^{2} r^{2} / \lambda^{2}\right)-1 .
\end{gathered}
$$

Thus

$$
\phi^{2}(r)-\phi_{0}^{2}(r)=-\left(V(r) r^{2} / \lambda^{2}\right) \xrightarrow[|\lambda| \rightarrow \infty]{\longrightarrow} 0
$$

if $r^{2} V(r)$ is bounded. In particular, $V(r)$ must be less singular than $1 / r^{2}$ at the origin and must decrease at least as $1 / r^{2}$ as $r \rightarrow \infty$ on the real axis.
(b) In addition, according to Eq. (28) in I, one must be able to define a point $R(\lambda)$ such that

$$
\left|\frac{V(R) R^{2}}{\lambda^{2}}\right| \ll\left|\frac{k^{2} R^{2}}{\lambda^{2}}-1\right|
$$

If one chooses $R(\lambda)=(\lambda / k)+(1 / k) \lambda^{c}$, then

$$
\frac{V(R) R^{2}}{\lambda^{2}} \rightarrow \frac{V(\lambda / k)}{k^{2}}, \quad \frac{k^{2} R^{2}}{\lambda^{2}}-1 \rightarrow 2 \lambda^{-1-\epsilon}
$$

so that $V(\lambda)$ must decrease as $\lambda^{-1-\epsilon}$ as $|\lambda| \rightarrow \infty$. For real $k$, this would mean that the results are not strictly proved on arg $\lambda= \pm \pi / 2$ for Yukawa potentials, although they would apply for modified Yukawa types such as $V(r)=(e-\mu r) /\left(1+r^{2}\right)$. It may be, however, that the apparent difficulty exists merely in our particular method of evaluation.
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#### Abstract

The Weyl correspondence between classical and quantum observables is rigorously formulated for a linear mechanical system with a finite number of degrees of freedom. A multiplication of functions and a *-operation are introduced to make the Hilbert space of Lebesgue square-integrable complexvalued functions on phase space into a $H^{*}$-algebra. The Weyl correspondence is realized as a *-isomorphism $f \rightarrow W(f)$ of this $H^{*}$-algebra onto the $H^{*}$-algebra of Hilbert-Schmidt operators on the Hilbert space of Lebesgue square-integrable complex-valued functions on configuration space. Moreover, the kernel of $W(f)$ is exhibited in terms of a Fourier-Plancherel transform of $f$. Elementary properties of the Wigner quasiprobability density function and its characteristic function are deduced and used to obtain these results.


## I. INTRODUCTION

THE configuration space of a linear classicalmechanical system with one degree of freedom is the real line $R$. The Hilbert space utilized in the quantum theory associated with such a classicalmechanical system is the space $L^{2}(R)$ of Lebesgue square-integrable complex-valued functions on $R$. Consequently, it is asserted in the conventional Hilbert space formulation of quantum mechanics that each self-adjoint operator on $L^{2}(R)$ corresponds to a unique numerical-valued observable attribute of the physical system and conversely. ${ }^{1}$ For example, the operators $P$ and $Q$ corresponding to momentum and position, respectively, are the following:

$$
\begin{equation*}
(P \psi)(q)=(\hbar / i) d \psi / d q \tag{I.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
(Q \psi)(q)=q \psi(q) \tag{I.1b}
\end{equation*}
$$

for $q$ in $R$ and appropriate $\psi$ in $L^{2}(R) .^{2}$ However, the physical significance of an arbitrary self-adjoint operator on $L^{2}(R)$ is not manifestly evident.
The Weyl correspondence provides physical significance for a large class of self-adjoint operators on $L^{2}(R)$. In classical mechanics, each numericalvalued observable attribute of the physical system is represented by a function on the phase space of the system ${ }^{3}$; in this case, the Cartesian product $R \times R$. Weyl has suggested the following method for obtaining quantum-mechanical operators cor-

[^55]responding to the classically observable functions on phase space. ${ }^{4}$ Let $f$ be a function on $R \times R$ with the Fourier representation
$f(p, q)=(2 \pi)^{-1} \iint \hat{f}\left(q^{\prime}, p^{\prime}\right) \exp i\left(q^{\prime} p+p^{\prime} q\right) d q^{\prime} d p^{\prime}$.
According to Weyl, the corresponding quantummechanical operator $W(f)$ is obtained by replacing $p$ by $P$ and $q$ by $Q$ in Eq. (I.2); consequently, $W(f)$ is given by the formal expression
\[

$$
\begin{equation*}
W(f)=(2 \pi \hbar)^{-\frac{1}{2}} \iint \hat{f}\left(q^{\prime}, p^{\prime}\right) \exp i\left(q^{\prime} P+p^{\prime} Q\right)^{\sim} d q^{\prime} d p^{\prime} \tag{I.3}
\end{equation*}
$$

\]

where ~ denotes the closure of an operator. ${ }^{5}$ [The factor $(2 \pi \hbar)^{-\frac{1}{2}}$ is only a convenient normalization.] This association of the quantum-mechanical operator $W(f)$ with the classical function $f$ on phase space is the so-called "Weyl correspondence."

The Weyl correspondence is closely related to the phase-space formulation of quantum mechanics. ${ }^{6}$ The Wigner phase-space quasiprobability distribution function $\mathscr{G}[\psi]$ and its characteristic function $S[\psi]$ corresponding to a wavefunction $\psi$ in $L^{2}(R)$ replace the wavefunction in this formulation:

$$
\begin{equation*}
\mathfrak{R}[\psi](p, q)=(2 \pi \hbar)^{-\frac{1}{2}} \int \psi\left(q+\frac{1}{2} \hbar x\right) e^{-i p x} \psi\left(q-\frac{1}{2} \hbar x\right) d x \tag{I.4a}
\end{equation*}
$$

[^56]and
\[

$$
\begin{equation*}
\mathfrak{S}[\psi]\left(q^{\prime}, p^{\prime}\right)=(2 \pi \hbar)^{-\frac{1}{2}}\left[\exp i\left(q^{\prime} P+p^{\prime} Q\right)^{\sim} \psi, \psi\right] . \tag{I.4b}
\end{equation*}
$$

\]

The connection between the Weyl correspondence, the Wigner function and its characteristic function is indicated by the following expressions for the expectation value of $W(f)$ :
$(W(f) \psi, \psi)=\iint f(p, q) \mathscr{R}[\psi](p, q) d p d q$
and

$$
\begin{equation*}
(W(f) \psi, \psi)=\iint \hat{f}\left(q^{\prime}, p^{\prime}\right) s[\psi]\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime} \tag{I.5b}
\end{equation*}
$$

The possibility of expressing the expectation value of the quantum-mechanical operator as phase-space integrals permits the development of a phase-space formulation of quantum mechan cs. The resulting formulation of quantum statistical mechanics exhibits an analogy with classical statistical mechanics which proves to be quite useful for the investigation of some physical problems. ${ }^{7}$

Therefore, it is desirable to have a mathematically rigorous formulation of the Weyl correspondence, the Wigner function, and its characteristic function for both conceptual and practical reasons. The purpose of this paper is to formulate the Weyl correspondence rigorously utilizing the theory of harmonic analysis. Section III is devoted to obtaining an alternative form of Eq. (I.3). Some elementary properties of the Wigner function and its characteristic function are deduced in Sec. IV. The existence and uniqueness of the Weyl correspondence as a map $f \rightarrow W(f)$, called the Weyl transform, from the Hilbert space $L^{2}(R \times R)$ of Lebesgue square-integrable complex-valued functions on $R \times R$ into the algebra $\mathscr{L}_{\mathrm{c}}\left(L^{2}(R)\right)$ of continuous linear operators on $L^{2}(R)$ is established in Sec. V. The operator $W(f)$ is shown to be an integral operator on $L^{2}(R)$ and the kernel of $W(f)$ is exhibited in terms of a Fourier-Plancherel transform of $f$ in Sec. VII. A multiplication of functions and a *operation are introduced to make $L^{2}(R \times R)$ into an $H^{*}$-algebra in Sec. VIII. The Weyl transform is then shown to be a *-isomorphism of this $H^{*}$ algebraic structure of $L^{2}(R \times R)$ into the $H^{*}$-algebra

[^57]$\mathscr{L}_{\mathrm{H}}\left(L^{2}(R)\right.$ ) of Hilbert-Schmidt operators on $L^{2}(R)$. Possible generalizations of these results are indicated in Sec. IX. Necessary mathematical concepts are introduced in Secs. II and VI. The exposition assumes some acquaintance with basic concepts in measure theory ${ }^{8}$ and the theory of Hilbert space. ${ }^{9}$

## II. MATHEMATICAL PRELIMINARIES

The Hilbert spaces $L^{2}(R)$ and $L^{2}(R \times R)$ of Lebesgue square-integrable complex-valued functions on $R$ and $R \times R$, respectively, are considered throughout the following sections; consequently, the following notation for their respective inner products and norms will be adopted:

$$
\begin{align*}
\left(\psi_{1}, \psi_{2}\right) & =\int \psi_{1}(x) \psi_{2}(x) d x  \tag{II.1a}\\
|\psi| & =(\psi, \psi)^{\frac{3}{2}} \tag{II.1b}
\end{align*}
$$

for $\psi_{1}, \psi_{2}, \psi$ in $L^{2}(R)$ and

$$
\begin{align*}
\left\langle f_{1}, f_{2}\right\rangle & =\iint f_{1}(x, y) f_{2}(x, y) d x d y  \tag{II.2a}\\
\|f\| & =\langle f, f\rangle^{\frac{1}{2}} \tag{II.2b}
\end{align*}
$$

for $f_{1}, f_{2}, f$ in $L^{2}(R \times R)$. The Fourier-Plancherel operator $F$ on $L^{2}(R)$ is defined as follows ${ }^{10}$ :

$$
\begin{equation*}
(F \psi)(x)=(2 \pi)^{-\frac{1}{2}} \frac{d}{d x} \int \frac{e^{-i x s}-1}{-i s} \psi(s) d s \tag{II.3a}
\end{equation*}
$$

for $x$ in $R$ and $\psi$ in $L^{2}(R) . F$ is a unitary operator on $L^{2}(R)$ with the inverse
$\left(F^{-1} \psi\right)(x)=(2 \pi)^{-\frac{1}{2}} \frac{d}{d x} \int \frac{e^{i x s}-1}{i s} \psi(s) d s$
for $x$ in $R$ and $\psi$ in $L^{2}(R)$. If $\psi$ is in both $L^{2}(R)$ and $L^{1}(R)$, then Eqs. (II.3) reduce to the classical expressions for Fourier and inverse Fourier transforms:

$$
\begin{equation*}
(F \psi)(x)=(2 \pi)^{-\frac{3}{s}} \int e^{-i x s} \psi(s) d s \tag{II.4a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(F^{-1} \psi\right)(x)=(2 \pi)^{-\frac{1}{2}} \int e^{i x s} \psi(s) d s \tag{II.4b}
\end{equation*}
$$

for $x$ in $R$. If $\psi$ is in $L^{2}(R)$, then the complex conjugate of $\psi$ is denoted by $\psi$,

$$
\begin{equation*}
\bar{\psi}(x)=\overline{\psi(x)} \tag{II.5}
\end{equation*}
$$

[^58]for $x$ in $R$. The following properties of the FourierPlancherel operator will be utilized:
\[

$$
\begin{align*}
F \psi & =\overline{F^{-1}} \psi  \tag{II.6a}\\
F^{-1} \bar{\psi} & =\overline{F \psi},  \tag{II.6b}\\
(F \psi(x) & =\left(F^{-1} \psi\right)(-x) \tag{II.6c}
\end{align*}
$$
\]

for all $\psi$ in $L^{2}(R)$ and $x$ in $R$.
If $\psi_{1}$ and $\psi_{2}$ are in $L^{2}(R)$, then the function $\psi_{1} \cdot \psi_{2}$ on $R \times R$ is defined by

$$
\begin{equation*}
\psi_{1} \cdot \psi_{2}(x, y)=\psi_{1}(x) \psi_{2}(y) \tag{II.7}
\end{equation*}
$$

for $(x, y)$ in $R \times R$; therefore, ${ }^{11} \psi_{1} \cdot \psi_{2}$ is in $L^{2}(R \times R)$ and

$$
\begin{equation*}
\left\|\psi_{1} \cdot \psi_{2}\right\|=\left|\psi_{1}\right|\left|\psi_{2}\right| \tag{II.8}
\end{equation*}
$$

Fourier-Plancherel operators $F_{1}, F_{2}$, and $F_{12}$ on $L^{2}(R \times R)$ with respect to the first variable, the second variable and both variables, respectively, may be introduced as the unique unitary operators on $L^{2}(R \times R)$ such that

$$
\begin{align*}
F_{1} \psi_{1} \cdot \psi_{2} & =\left(F \psi_{1}\right) \cdot \psi_{2},  \tag{II.9a}\\
F_{2} \psi_{1} \cdot \psi_{2} & =\psi_{1} \cdot\left(F \psi_{2}\right),  \tag{II.9b}\\
F_{12} \psi_{1} \cdot \psi_{2} & =\left(F \psi_{1}\right) \cdot\left(F \psi_{2}\right) \tag{II.9c}
\end{align*}
$$

for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R), F_{1}, F_{2}$ and $F_{12}$ exhibit properties analogous to Eqs. (II.6) and, furthermore,

$$
\begin{equation*}
F_{1} F_{2}=F_{2} F_{1}=F_{12} \tag{II.10}
\end{equation*}
$$

It will prove to be extremely useful to introduce a "twisting" operator $T$ on $L^{2}(R \times R)$ defined by

$$
\begin{equation*}
(T f)(x, y)=\hbar^{-\frac{1}{3}} f\left(y+\frac{1}{2} \hbar x, y-\frac{1}{2} \hbar x\right) \tag{II.11}
\end{equation*}
$$

for $(x, y)$ in $R \times R$. Since the matrices

$$
\left[\begin{array}{cc}
\frac{1}{2} \hbar & 1  \tag{II.12}\\
-\frac{1}{2} \hbar & 1
\end{array}\right] \text { and }\left(\begin{array}{cc}
\hbar^{-1} & -\hbar^{-1} \\
\frac{1}{2} & \frac{1}{2}
\end{array}\right)
$$

are mutual inverses and have Jacobian $\hbar$ and $\hbar^{-1}$, respectively, $T$ is a unitary operator on $L^{2}(R \times R)$ with the inverse

$$
\begin{equation*}
\left(T^{-1} f\right)(x, y)=\hbar^{\frac{1}{2}} f\left(\hbar^{-1}(x-y), \frac{1}{2}(x+y)\right) \tag{II.13}
\end{equation*}
$$

for $(x, y)$ in $R \times R$ and $f$ in $L^{2}(R \times R)$.

## III. WEYL TRANSFORM: FORMULATION

The essential aspect of the configuration space $R$ involved in the consideration of the Weyl correspondence is the additive group structure of $R .^{12}$

[^59]Indeed, if $q^{\prime}$ is in $R$ and the operator $U\left(q^{\prime}\right)$ on $L^{2}(R)$ is defined by

$$
\begin{equation*}
\left(U\left(q^{\prime}\right) \psi\right)(x)=\psi\left(x+\hbar q^{\prime}\right) \tag{III.1}
\end{equation*}
$$

for $x$ in $R$ and $\psi$ in $L^{2}(R)$, then $q^{\prime} \rightarrow U\left(q^{\prime}\right)$ is a weakly continuous unitary representation ${ }^{13}$ of the additive group of reals on $L^{2}(R)$. It may be shown that

$$
\begin{equation*}
U\left(q^{\prime}\right)=e^{i q^{\prime} P} \tag{III.2}
\end{equation*}
$$

for $q^{\prime}$ in $R$; consequently, $P$ is the infinitesimal generator of the representation $q^{\prime} \rightarrow U\left(q^{\prime}\right)$. The operator $Q$ is also the infinitesimal generator of a representation of the additive group of reals. Indeed, if $p^{\prime}$ is in $R$ and the operator $V\left(p^{\prime}\right)$ on $L^{2}(R)$ is defined by

$$
\begin{equation*}
\left(V\left(p^{\prime}\right) \psi\right)(x)=e^{i p^{\prime} x} \psi(x) \tag{III.3}
\end{equation*}
$$

for $x$ in $R$ and $\psi$ in $L^{2}(R)$, then $p^{\prime} \rightarrow V\left(p^{\prime}\right)$ is a weakly continuous unitary representation of the additive group of reals on $L^{2}(R)$; furthermore,

$$
\begin{equation*}
V\left(p^{\prime}\right)=e^{i p^{\prime} Q} \tag{III.4}
\end{equation*}
$$

for $p^{\prime}$ in $R$. Since the infinitesimal generators $P$ and $Q$ satisfy the Heisenberg commutation relations,

$$
\begin{equation*}
Q P-P Q \subset i \hbar I \tag{III.5}
\end{equation*}
$$

the representations $q^{\prime} \rightarrow U\left(q^{\prime}\right)$ and $p^{\prime} \rightarrow V\left(p^{\prime}\right)$ must be expected to possess distinguished commutation properties. Indeed, a short computation using Eqs. (III.1) and (III.3) yields the Weyl commutation relations

$$
\begin{equation*}
U\left(q^{\prime}\right) V\left(p^{\prime}\right)=e^{i \hbar \alpha^{\prime} p^{\prime}} V\left(p^{\prime}\right) U\left(q^{\prime}\right) \tag{III.6}
\end{equation*}
$$

for $q^{\prime}$ and $p^{\prime}$ in $R$.
The sum of the unbounded operators $P$ and $Q$ in the integrand of Eq. (I.3) presents an analytical inconvenience which we may eliminate by considering the representations $q^{\prime} \rightarrow U\left(q^{\prime}\right)$ and $p^{\prime} \rightarrow V\left(p^{\prime}\right)$. For each pair $q^{\prime}$ and $p^{\prime}$ in $R$, we introduce a unitary operator $W\left(q^{\prime}, p^{\prime}\right)$ on $L^{2}(R)$ defined by

$$
\begin{equation*}
W\left(q^{\prime}, p^{\prime}\right)=\exp \left(\frac{1}{2} i \hbar q^{\prime} p^{\prime}\right) V\left(p^{\prime}\right) U\left(q^{\prime}\right) \tag{III.7}
\end{equation*}
$$

The commutation relations for $W\left(q^{\prime}, p^{\prime}\right)$ follow directly from Eq. (III.6):

$$
\begin{align*}
& W\left(q_{1}^{\prime}, p_{1}^{\prime}\right) W\left(q_{2}^{\prime}, p_{2}^{\prime}\right) \\
& =\exp \left[\frac{1}{2} i \hbar\left(q_{1}^{\prime} p_{2}^{\prime}-q_{2}^{\prime} p_{1}^{\prime}\right)\right] W\left(q_{1}^{\prime}+q_{2}^{\prime}, p_{1}^{\prime}+p_{2}^{\prime}\right) \tag{III.8a}
\end{align*}
$$

[^60]for $q_{1}^{\prime}, p_{1}^{\prime}, q_{2}^{\prime}, p_{2}^{\prime}$ in $R$ or
\[

$$
\begin{align*}
& W\left(q_{1}^{\prime}, p_{1}^{\prime}\right) W\left(q_{2}^{\prime}, p_{2}^{\prime}\right) \\
& =\exp \left[\frac{1}{2} i \hbar B\left(q_{1}^{\prime}, p_{1}^{\prime}, q_{2}^{\prime}, p_{2}^{\prime}\right)\right] W\left(q_{1}^{\prime}+q_{2}^{\prime}, p_{1}^{\prime}+p_{2}^{\prime}\right) \tag{III.8b}
\end{align*}
$$
\]

for $q_{1}^{\prime}, p_{1}^{\prime}, q_{2}^{\prime}, p_{2}^{\prime}$ in $R$, where $B$ is the function from $(R \times R) \times(R \times R)$ into $R$ defined by

$$
\begin{equation*}
B\left(x, y ; x^{\prime}, y^{\prime}\right)=x y^{\prime}-x^{\prime} y \tag{III.8c}
\end{equation*}
$$

for $(x, y)$, $\left(x^{\prime}, y^{\prime}\right)$ in $R \times R$. It follows from Eqs. (III.7) and (III.8) that $t \rightarrow W\left(t q^{\prime}, t p^{\prime}\right)$ is weakly continuous unitary representation on $L^{2}(R)$ of the additive group of reals for each pair $q^{\prime}, p^{\prime}$ in $R$. Consequently, by Stone's theorem, there exists a unique self-adjoint operator $R\left(q^{\prime}, p^{\prime}\right)$ on $L^{2}(R)$ such that

$$
\begin{equation*}
W\left(t q^{\prime}, t p^{\prime}\right)=e^{i 1 R\left(a^{\prime}, D^{\prime}\right)} \tag{III.9}
\end{equation*}
$$

for all $t$ in $R$; indeed, it can be shown that

$$
\begin{equation*}
R\left(q^{\prime}, p^{\prime}\right)=\left(q^{\prime} P+p^{\prime} Q\right)^{\sim} \tag{III.10}
\end{equation*}
$$

Consequently, we may replace Eq. (I.3) by the following expression involving $W\left(q^{\prime}, p^{\prime}\right)$ instead of $P$ and $Q$ :

$$
\begin{equation*}
W(f)=(2 \pi \hbar)^{\frac{1}{2}} \iint\left(F_{12} f\right)\left(q^{\prime}, p^{\prime}\right) W\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime} \tag{III.11}
\end{equation*}
$$

The following sections are devoted to giving a welldefined meaning to this formal expression using only basic results from measure theory, the theory of Hilbert spaces and harmonic analysis.

## IV. WIGNER AND CHARACTERISTIC FUNCTIONS

The goal of this section is to deduce the squareintegrability of the Wigner function and its characteristic function and establish their relation as Fourier-Plancherel transforms. The following definition introduces constructs which will be shown to include the usual Wigner function and characteristic function corresponding to a wavefunction.

Definition IV.1: The maps $\mathcal{A}$ and $s$ from the Cartesian product $L^{2}(R) \times L^{2}(R)$ into $L^{2}(R \times R)$ are defined by

$$
\begin{equation*}
\mathfrak{G}\left[\psi_{1}, \dot{\psi}_{2}\right]=F_{1} T \psi_{1} \cdot \psi_{2} \tag{IV.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
s\left[\psi_{1}, \psi_{2}\right]=F_{2}^{-1} T \psi_{1} \cdot \not \psi_{2} \tag{IV.1b}
\end{equation*}
$$

respectively, for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$.

Proposition IV.1: The maps $\mathcal{R}$ and $\mathcal{S}$ are sesquilinear maps, ${ }^{14}$ that is,

$$
\begin{align*}
\mathfrak{R}\left[\psi_{1}+\psi_{1}^{\prime}, \psi_{2}\right] & =\mathfrak{G}\left[\psi_{1}, \psi_{2}\right]+\mathfrak{G}\left[\psi_{1}^{\prime}, \psi_{2}\right],  \tag{IV.2a}\\
\mathfrak{R}\left[\lambda \psi_{1}, \psi_{2}\right] & =\lambda \mathfrak{R}\left[\psi_{1}, \psi_{2}\right],  \tag{IV.2b}\\
\mathfrak{R}\left[\psi_{1}, \psi_{2}+\psi_{2}^{\prime}\right] & =\mathfrak{Q}\left[\psi_{1}, \psi_{2}\right]+\mathfrak{G}\left[\psi_{1}, \psi_{2}^{\prime}\right],  \tag{IV.2c}\\
\mathfrak{R}\left[\psi_{1}, \lambda \psi_{2}\right] & =\bar{\lambda} \mathfrak{Q}\left[\psi_{1}, \psi_{2}\right], \tag{IV.2d}
\end{align*}
$$

for all $\psi_{1}, \psi_{1}^{\prime}, \psi_{2}, \psi_{2}^{\prime}$ in $L_{i}^{2}(R)$ (and similarly for $\mathbb{Q}$ replaced by $\delta$ ) such that

$$
\begin{equation*}
\| \mathfrak{G}\left[\psi_{1}, \psi_{2}\| \|=\left\|\mathcal{S}\left[\psi_{1}, \psi_{2}\right]\right\|=\left|\psi_{1}\right|\left|\psi_{2}\right|\right. \tag{IV.2e}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{G}\left[\psi_{1}, \psi_{2}\right]=F_{12} s\left[\psi_{1}, \psi_{2}\right] \tag{IV.3}
\end{equation*}
$$

for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$.
Proof: Clearly, $\psi_{1}, \psi_{2} \rightarrow \psi_{1} \cdot \Psi_{2}$ is a sesquilinear map of $L^{2}(R)$ into $L^{2}(R \times R)$. Since $F_{1}, F_{2}^{-1}$, and $T$ are unitary operators on $L^{2}(R \times R)$, it is immediate that $R$ and $\delta$ are sesquilinear and, moreover,

$$
\begin{aligned}
\left\|\mathcal{R}\left[\psi_{1}, \psi_{2}\right]\right\| & =\left\|\psi_{1} \cdot \bar{\psi}_{2}\right\|, \\
\left\|S\left[\psi_{1}, \psi_{2}\right]\right\| & =\left\|\psi_{1} \cdot \bar{\psi}_{2}\right\| .
\end{aligned}
$$

Consequently, Eq. (IV.2e) follows from Eq. (II.8). The identity

$$
F_{12} F_{2}^{-1}=F_{1}
$$

follows from Eq. (II.10); therefore,

$$
\begin{aligned}
F_{12} \delta\left[\psi_{1}, \psi_{2}\right] & =F_{12} F_{2}^{-1} T \psi_{1} \cdot \psi_{2} \\
& =F_{1} T \psi_{1} \cdot \psi_{2} \\
& =\mathcal{R}_{2}\left[\psi_{1}, \psi_{2}\right] .
\end{aligned}
$$

The following proposition establishes explicit formulas for the functions $\mathfrak{R}\left[\psi_{1}, \psi_{2}\right]$ and $\delta\left[\psi_{1}, \psi_{2}\right]$ corresponding to $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$.

Proposition IV.2: If $\psi_{1}$ and $\psi_{2}$ are in $L^{2}(R)$, then (i) for almost all $(p, q)$ in $R \times R$,

$$
\begin{aligned}
& \mathfrak{A}\left[\psi_{1}, \psi_{2}\right](p, q) \\
& =(2 \pi h)^{-\frac{1}{2}} \int \psi_{1}\left(q+\frac{1}{2} \hbar x\right) e^{-i p x} \psi_{2}\left(q-\frac{1}{2} \hbar x\right) d x \text { (IV.4) }
\end{aligned}
$$

(ii) for almost all ( $q^{\prime}, p^{\prime}$ ) in $R \times R$,
$\delta\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right)$
$=(2 \pi \hbar)^{-\frac{1}{2}} \int \psi_{1}\left(x+\frac{1}{2} \hbar q^{\prime}\right) e^{i p^{\prime} x} \psi_{2}\left(x-\frac{1}{2} \hbar q^{\prime}\right) d x$

$$
\begin{equation*}
=(2 \pi \hbar)^{-\frac{1}{2}}\left(W\left(q^{\prime}, p^{\prime}\right) \psi_{1}, \psi_{2}\right) . \tag{IV.5a}
\end{equation*}
$$

[^61]Proof: If the function $h$ in $L^{2}(R \times R)$ is defined by

$$
h=T^{\prime} \psi_{1} \cdot \bar{\psi}_{2},
$$

then the $x$-section ${ }^{15} h_{x}$ and the $y$-section $h^{\nu}$ of $h$ are given by

$$
h_{x}(u)=\hbar^{-\frac{1}{4}} \psi_{1}\left(u+\frac{1}{2} \hbar x\right) \psi_{2}\left(u-\frac{1}{2} \hbar x\right)
$$

and

$$
h^{y}(u)=\hbar^{-\frac{1}{2}} \psi_{1}\left(y+\frac{1}{2} \hbar u\right) \Psi_{2}\left(y-\frac{1}{2} \hbar u\right)
$$

for $u$ in $R$. For a fixed $x$ in $R$, consider the functions $g_{1}$ and $g_{2}$ defined by

$$
\begin{aligned}
& g_{1}(u)=\psi_{1}\left(u+\frac{1}{2} \hbar x\right) \\
& g_{2}(u)=\Psi_{2}\left(u-\frac{1}{2} \hbar x\right)
\end{aligned}
$$

for $u$ in $R$. The translational invariance of Lebesgue measure implies that $g_{1}$ and $g_{2}$ are elements of $L^{2}(R) . h_{x}$ is the product of elements of $L^{2}(R)$; therefore, $h_{x}$ is an element of $L^{1}(R)$ as a function of $u$. Since $h$ is in $L^{2}(R \times R)$,

$$
\iint|h(x, y)|^{2} d x d y<\infty
$$

therefore,

$$
\int\left|h_{x}(u)\right|^{2} d u<\infty
$$

for almost all $x$ in $R$ by Fubini's theorem. Consequently, $h_{x}$ is an element of both $L^{2}(R)$ and $L^{1}(R)$ for almost all $x$. A similar argument establishes the same result for $h^{z}$.

According to Definition IV.1,

$$
\mathcal{Q}\left[\psi_{1}, \psi_{2}\right]=F_{1} h
$$

and

$$
\delta\left[\psi_{1}, \psi_{2}\right]=F_{2}^{-1} h
$$

and, moreover, by the previous paragraph the classical expressions for $F_{1}$ and $F_{2}^{-1}$ may be used. Therefore, for almost all $(p, q)$ in $R \times R$,

$$
\begin{aligned}
& \mathscr{A}\left[\psi_{1}, \psi_{2}\right](p, q) \\
& \quad=(2 \pi)^{-\frac{1}{2}} \int e^{-i p x} h(x, q) d x \\
& \quad=(2 \pi \hbar)^{-\frac{1}{2}} \int e^{-i p x} \psi_{1}\left(q+\frac{1}{2} \hbar x\right) \psi_{2}\left(q-\frac{1}{2} \hbar x\right) d x
\end{aligned}
$$

and for almost all ( $q^{\prime}, p^{\prime}$ ) in $R \times R$,

$$
\begin{aligned}
\mathbb{S}\left[\psi_{1},\right. & \left.\psi_{2}\right]\left(q^{\prime}, p^{\prime}\right) \\
& =(2 \pi)^{-\frac{1}{2}} \int e^{i p^{\prime} x} h\left(q^{\prime}, x\right) d x \\
& =(2 \pi \hbar)^{-\frac{1}{2}} \int e^{i p^{\prime} x} \psi_{1}\left(x+\frac{1}{2} \hbar q^{\prime}\right) \Psi_{2}\left(x-\frac{1}{2} \hbar q^{\prime}\right) d x
\end{aligned}
$$

[^62]where Eq. (II.11) has been used to evaluate $h=$ $T \psi_{1} \cdot \bar{\psi}_{2}$. Introducing the change of variables $x \rightarrow$ $x^{\prime}=x-\frac{1}{2} \hbar q^{\prime}$, the last expression becomes
$\delta\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right)$
$=(2 \pi \hbar)^{-\frac{t}{2}} \int \exp \left[i p^{\prime}\left(x^{\prime}+\frac{1}{2} \hbar q^{\prime}\right)\right] \psi_{1}\left(x^{\prime}+\hbar q^{\prime}\right) \psi_{2}\left(x^{\prime}\right) d x^{\prime}$.
However, it follows immediately from Eqs. (III.1), (III.3) and (III.7) that
$\left(W\left(q^{\prime}, p^{\prime}\right) \psi_{1}\right)\left(x^{\prime}\right)=\exp \left[i p^{\prime}\left(x^{\prime}+\frac{1}{2} \hbar q^{\prime}\right)\right] \psi_{1}\left(x^{\prime}+\hbar q^{\prime}\right)$.
Substituting this into the integrand and changing to inner-product notation yields
\[

$$
\begin{aligned}
& \delta\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right) \\
& =(2 \pi \hbar)^{-\frac{1}{2}} \int\left(W\left(q^{\prime}, p^{\prime}\right) \psi_{1}\right)\left(x^{\prime}\right) \psi_{2}\left(x^{\prime}\right) d x^{\prime} \\
& =(2 \pi \hbar)^{-\frac{1}{2}}\left(W\left(q^{\prime}, p^{\prime}\right) \psi_{1}, \psi_{2}\right)
\end{aligned}
$$
\]

and completes the proof.
Consequently, if $\psi_{1}=\psi_{2}=\psi$ for a wavefunction $\psi$ in $L^{2}(R)$, then $\mathcal{R}[\psi, \psi]$ and $\delta[\psi, \psi]$ have the form of the usual Wigner quasiprobability distribution function $Q[\psi]$ and its characteristic function $S[\psi]$ indicated in Eqs. (I.4). An immediate corollary is that the Wigner function and its characteristic function are square-integrable functions on phase space and

$$
\|R[\psi]\|=\|S[\psi]\|=|\psi|^{2} .
$$

This statement has been asserted in the literature on the phase-space formulation of quantum mechanics; however, only heuristic proofs involving unjustifiable interchanges of orders of integrations have been indicated.

## V. WEYL TRANSFORM: EXISTENCE AND UNIQUENESS

The existence and uniqueness of the Weyl correspondence as a map from $L^{2}(R \times R)$ into the algebra $£_{0}\left(L^{2}(R)\right)$ will now be established using only the results of the previous section and the corollary: of the Riesz-Frechet theorem which gives the form of bounded sesquilinear forms on Hilbert space. ${ }^{16}$

Proposition V.1: There exists a unique map $W: f \rightarrow W(f)$ of $L^{2}(R \times R)$ into $\mathscr{L}_{0}\left(L^{2}(R)\right)$ such that
$\left(W(f) \psi_{1}, \psi_{2}\right)=\iint f(p, q) \mathcal{G}\left[\psi_{1}, \psi_{2}\right](p, q) d p d q$
for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$ and all $f$ in $L^{2}(R \times R) ;$ moreover,

[^63]\[

$$
\begin{aligned}
& \left(W(f) \psi_{1}, \psi_{2}\right) \\
& \quad=\iint\left(F_{12}\right)\left(q^{\prime}, p^{\prime}\right) \mathrm{S}\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime}
\end{aligned}
$$
\]

for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$ and all $f$ in $L^{2}(R \times R)$.
Proof: Consider a fixed $f$ in $L^{2}(R \times R)$ and a fixed pair $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$. $G\left[\psi_{1}, \psi_{2}\right]$ and $\bar{f}$ are elements of $L^{2}(R \times R)$. Let $\varphi_{f}\left(\psi_{1}, \psi_{2}\right)$ denote their inner product:

$$
\varphi_{l}\left(\psi_{1}, \psi_{2}\right)=\left\langle\left\{\left[\psi_{1}, \psi_{2}\right], \bar{f}\right\rangle .\right.
$$

Since

$$
\mathfrak{G}\left[\psi_{1}, \psi_{2}\right]=F_{12} s\left[\psi_{1}, \psi_{2}\right]
$$

an alternative expression for $\varphi_{s}\left(\psi_{1}, \psi_{2}\right)$ is the following:

$$
\begin{aligned}
\varphi_{f}\left(\psi_{1}, \psi_{2}\right) & =\left\langle F_{12} \delta\left[\psi_{1}, \psi_{2}\right], \bar{f}\right\rangle \\
& =\left\langle\delta\left[\psi_{1}, \psi_{2}\right], F_{12}^{-1} \bar{f}\right\rangle,
\end{aligned}
$$

where the unitarity of $F_{12}$ and the property analogous to Eq. (II.6b) have been used. The definition of the inner product in $L^{2}(R \times R)$ yields
$\varphi_{f}\left(\psi_{1}, \psi_{2}\right)=\iint f(p, q) \mathscr{R}\left[\psi_{1}, \psi_{2}\right](p, q) d p d q$
and
$\varphi_{J}\left(\psi_{1}, \psi_{2}\right)=\iint\left(F_{12} f\right)\left(q^{\prime}, p^{\prime}\right) \&\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime}$.
Next consider the map $\psi_{1}, \psi_{2} \rightarrow \varphi_{f}\left(\psi_{1}, \psi_{2}\right)$ for a fixed $f$ in $L^{2}(R \times R)$. According to Proposition IV.1, $\psi_{1}, \psi_{2} \rightarrow \mathbb{R}\left[\psi_{1}, \psi_{2}\right]$ is a sesquilinear map of $L^{2}(R)$ into $L^{2}(R \times R)$ such that

$$
\left\|R\left[\psi_{1}, \psi_{2}\right]\right\|=\left|\psi_{1}\right|\left|\psi_{2}\right| .
$$

Consequently, it follows from the linearity of the inner product in the first variable and the definition of $\varphi_{f}\left(\psi_{1}, \psi_{2}\right)$ that $\varphi_{f}\left(\psi_{1}, \psi_{2}\right)$ is a sesquilinear form on $L^{2}(R)$. Moreover, $\varphi_{f}$ is bounded, since by the Cauchy-Schwartz inequality

$$
\begin{aligned}
\left|\varphi_{f}\left(\psi_{1}, \psi_{2}\right)\right| & =\left|\left\langle Q\left[\psi_{1}, \psi_{2}\right], \bar{f}\right\rangle\right| \\
& \leq\left\|Q\left[\psi_{1}, \psi_{2}\right]\right\|\|\bar{f}\| \\
& \leq\|f\|\left|\psi_{1}\right|\left|\psi_{2}\right| .
\end{aligned}
$$

Therefore, there exists a unique continuous linear operator $W(f)$ on $L^{2}(R)$ such that

$$
\varphi_{f}\left(\psi_{1}, \psi_{2}\right)=\left(W(f) \psi_{1}, \psi_{2}\right)
$$

for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$ which completes the proof If $f$ is in $L^{2}(R \times R)$, then
$\left(W(f) \psi_{1}, \psi_{2}\right)$

$$
\begin{aligned}
& =\iint\left(F_{12} f\right)\left(q^{\prime}, p^{\prime}\right) S\left[\psi_{1}, \psi_{2}\right]\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime} \\
& =(2 \pi \hbar)^{-\frac{1}{2}} \iint\left(F_{12} f\right)\left(q^{\prime}, p^{\prime}\right)\left(W\left(q^{\prime}, p^{\prime}\right) \psi_{1}, \psi_{2}\right) d q^{\prime} d p^{\prime}
\end{aligned}
$$

for all $\psi_{1}$ and $\psi_{2}$ according to the above proposition and Proposition IV.2. In terms of the conventional notation for an operator determined by an integral expression ${ }^{17}$ such as Eq. (V.2), $W(f)$ should be written as follows:
$W(f)=(2 \pi \hbar)^{-\frac{1}{2}} \iint\left(F_{12} f\right)\left(q^{\prime}, p^{\prime}\right) W\left(q^{\prime}, p^{\prime}\right) d q^{\prime} d p^{\prime}$.

This is precisely the formal expression of Eq. (III.11) for which a well-defined meaning was sought. It should be noted that this goal has been achieved using only basic results from the theory of measures, harmonic analysis, and Hilbert space and without recourse to more sophisticated theories of integration of vector-valued functions. Because of Eqs. (V.2) and (V.3), it is appropriate to introduce the following definition.

Definition V.1: The map $W$ from $L^{2}(R \times R)$ into $\mathcal{L}_{0}\left(L^{2}(R)\right)$ defined in Proposition V. 1 is called the Weyl transform.
It is appropriate that a remark about uniqueness of the Weyl transform be made at this point. Proposition V. 1 asserts that the Weyl transform is the only map from classically observable functions to quantum-mechanical operators which allows computation of expectation values by evaluating phase space integrals of the classically observable functions with respect to the Wigner quasiprobability density function. Evidently, other choices of density functions lead to different correspondences between classically observable functions and quantum-mechanical operators.

## VI. HILBERT-SCHMIDT OPERATORS AND $H^{*}$-ALGEBRAS

The algebra $\mathcal{L}_{\mathrm{Hs}}\left(L^{2}(R)\right)$ of Hilbert-Schmidt operators on $L^{2}(R)$ will play an essential role in the further discussion of the Weyl transform; therefore, some properties of Hilbert-Schmidt operators on $L^{2}(R)$ will be briefly noted here. ${ }^{18}$ The HilbertSchmidt operators on $L^{2}(R)$ are precisely the in-

[^64]tegral operators on $L^{2}(R)$ with kernels in $L^{2}(R \times R)$. If $h$ is an element of $L^{2}(R \times R)$, then the integral operator on $L^{2}(R)$ with kernel $h$ will be denoted by $S_{k}$ :
\[

$$
\begin{equation*}
\left(S_{\mathrm{h}} \psi\right)(x)=\int \hbar(x, y) \psi(y) d y \tag{VI.1}
\end{equation*}
$$

\]

for $x$ in $R$ and $\psi$ in $L^{2}(R)$. A *-operation may be introduced in $L^{2}(R \times R)$ : if $h$ is an element of $L^{2}(R \times R)$, then $h^{*}$ is the element of $L^{2}(R \times R)$ defined by

$$
\begin{equation*}
h^{*}(x, y)=\bar{h}(y, x) \tag{VI.2}
\end{equation*}
$$

for $(x, y)$ in $R \times R$. This *-operation in $L^{2}(R \times R)$ corresponds to the *-operation of taking the operator adjoint,

$$
\begin{equation*}
\left(S_{k}\right)^{*}=S_{k^{*}} \tag{VI.3}
\end{equation*}
$$

A multiplication of functions may also be introduced in $L^{2}(R \times R)$ : if $g$ and $h$ are elements of $L^{2}(R \times R)$, then $g \circ h$ is the element of $L^{2}(R \times R)$ defined by

$$
\begin{equation*}
(g \circ h)(x, y)=\int g(x, z) h(z, y) d z \tag{IV.4}
\end{equation*}
$$

for $(x, y)$ in $R \times R$. This multiplication corresponds to the multiplication of operators,

$$
\begin{equation*}
S_{g} S_{\mathrm{s}}=S_{g o k} \tag{VI.5}
\end{equation*}
$$

In order to summarize the properties of these operations and deduce properties of the Weyl correspondence, it is convenient to introduce the concept of an $H^{*}$-algebra. ${ }^{19}$ An $H^{*}$-algebra is a complex Hilbert space $H$ with a ${ }^{*}$-operation $a \rightarrow a^{*}$ and a multiplication $a, b \rightarrow a b$ which makes $H$ into a Banach *-algebra relative to the inner product norm $|a|=(a, a)^{\frac{2}{2}}$ of the Hilbert space and, furthermore,

$$
\begin{equation*}
(a b, c)=\left(b, a^{*} c\right) \tag{VI.6}
\end{equation*}
$$

for all $a, b, c$ in $H$. Consequently, if $H$ is a Hilbert space and operations $a \rightarrow a^{*}$ and $a, b \rightarrow a b$ are given, then the requirements imposed on these operations to make $H$ into an $H^{*}$-algebra are precisely the following:

$$
\begin{gather*}
a(b+c)=a b+a c,(b+c) a=b a+c a  \tag{VI.7a}\\
\lambda(a b)=(\lambda a) b=a(\lambda b)  \tag{VI.7b}\\
a(b c)=(a b) c  \tag{VI.7e}\\
a^{* *}=a  \tag{VI.7d}\\
(a+b)^{*}=a^{*}+b^{*} \tag{VI.7e}
\end{gather*}
$$

${ }^{19}$ C. E. Rickart, General Theory of Banach Algebras (D. Van Nostrand Company, Inc., Princeton, New Jersey, 1960), p. 272 .

$$
\begin{align*}
(a b)^{*} & =b^{*} a^{*}  \tag{VI.7f}\\
(\lambda a)^{*} & =\bar{\lambda} a^{*}  \tag{VI.7g}\\
\left|a^{*}\right| & =|a|  \tag{VI.7h}\\
|a b| & \leq|a||b|  \tag{VI.7i}\\
(a b, c) & =\left(b, a^{*} c\right), \tag{VI.7j}
\end{align*}
$$

for all $a, b, c$ in $H$ and all complex numbers $\lambda$.
An example of an $H^{*}$-algebra is the set $\mathscr{L}_{\mathrm{B}}\left(L^{2}(R)\right)$ of all Hilbert-Schmidt operators on $L^{2}(R)$ when $\mathscr{L}_{\mathrm{HB}}\left(L^{2}(R)\right)$ is equipped with the Hilbert-Schmidt inner product:

$$
(A, B)_{\mathrm{BB}}=\sum_{n}\left(A \psi_{\mathrm{n}}, B \psi_{n}\right)
$$

for $A, B$ in $\mathscr{L}_{\mathrm{ns}}\left(L^{2}(R)\right.$ ) where $\left\{\psi_{n}\right\}$ is any orthonormal basis of $L^{2}(R)$. Another example of an $H^{*}$-algebra is the Hilbert space $L^{2}(R \times R)$ equipped with the $*$-operation $h \rightarrow h^{*}$ and the multiplication $g, h \rightarrow g \circ h$ defined by Eqs. (VI.2) and (VI.4), respectively. Moreover, this $H^{*}$-algebra is isometrically $*$-isomorphic to the $H^{*}$-algebra $\mathcal{L}_{\mathrm{H}}\left(L^{2}(R)\right)$ under the map $h \rightarrow S_{h}$.

## VII. WEYL TRANSFORM: EXPLICIT FORM

The existence and uniqueness of the Weyl transform has been demonstrated; however, it would be desirable to have a constructive procedure for obtaining the operator $W(f)$ from the function $f$. The purpose of this section is to prove that $W(f)$ is a Hilbert-Schmidt operator and exhibit its kernel. The proof of this assertion is accomplished by exhibiting the kernel corresponding to $W(f)$ in terms of a Fourier-Plancherel transform of $f$. The operator $K$ defined on $L^{2}(R \times R)$ by

$$
\begin{equation*}
(K h)(x, y)=\left(T^{-1} F_{1} h\right)(y, x) \tag{VII.1}
\end{equation*}
$$

for $(x, y)$ in $R \times R$ and $h$ in $L^{2}(R \times R)$ will be used to obtain the kernel. The essential properties of $K$ are indicated in the following proposition.

Proposition VII.1: $K$ is a unitary operator on $L^{2}(R \times R)$ such that
(i) $K=T^{-1} F_{1}^{-1}$
(VII.2)
(ii) if $h$ is in $L^{2}(R \times R)$, then

$$
\begin{equation*}
K \bar{h}=(K h)^{*} \tag{VII.3}
\end{equation*}
$$

(iii) if $\psi_{1}, \psi_{2}$ are in $L^{2}(R)$, then

$$
\begin{equation*}
\mathfrak{R}\left[\psi_{1}, \psi_{2}\right]=K^{-1} \psi_{1} \cdot \psi_{3} \tag{VII.4}
\end{equation*}
$$

Proof: $K$ is clearly unitary from its definition. Since functions of the form $\psi_{1} \cdot \psi_{2}$ with $\psi_{1}$ and $\psi_{2}$
in $L^{2}(R)$ are dense in $L^{2}(R \times R)$, it suffices to prove

$$
K \psi_{1} \cdot \psi_{2}=T^{-1} F_{1}^{-1} \psi_{1} \cdot \psi_{2}
$$

for all $\psi_{1}$ and $\psi_{2}$ in $L^{2}(R)$. If $\psi_{1}$ and $\psi_{2}$ are in $L^{2}(R)$, then

$$
T^{-1} F_{1}^{-1} \psi_{1} \cdot \psi_{2}=T^{-1}\left(F^{-1} \psi_{1}\right) \cdot \psi_{2}
$$

by the definition of $F_{1}$. If $(x, y)$ in $R \times R$, then

$$
\begin{aligned}
& {\left[T^{-1}\left(F^{-1} \psi_{1}\right) \cdot \psi_{2}\right](x, y)} \\
& \quad=\left(F^{-1} \psi_{1}\right)\left(\hbar^{-1}(x-y)\right) \psi_{2}\left(\frac{1}{2}(x+y)\right) \\
& \quad=\left(F \psi_{1}\right)\left(\hbar^{-1}(y-x)\right) \psi_{2}\left(\frac{1}{2}(x+y)\right)
\end{aligned}
$$

where Eqs. (II.6c) and (II.13) have been used. On the other hand,

$$
\begin{aligned}
\left(K \psi_{1} \cdot \psi_{2}\right)(x, y) & =\left(T^{-1} F_{1} \psi_{1} \cdot \psi_{2}\right)(y, x) \\
& =\left(T^{-1}\left(F \psi_{1}\right) \cdot \psi_{2}\right)(y, x) \\
& =\left(F \psi_{1}\right)\left(\hbar^{-1}(y-x)\right) \psi_{2}\left(\frac{1}{2}(y+x)\right)
\end{aligned}
$$

for ( $x, y$ ) in $R \times R$ where Eqs. (VI.1), the definition of $F_{1}$ and Eq. (II.13) have been used. Consequently, the asserted identity

$$
K=T^{-1} F_{1}^{-1}
$$

is proven.
Let $h$ be an element of $L^{2}(R \times R)$. Then for $(x, y)$ in $R \times R$

$$
\begin{aligned}
(K \bar{h})(x, y) & =\left(T^{-1} F_{1} \bar{h}\right)(y, x) \\
& =\left(T^{-1} \overline{F_{1}^{-1} h}\right)(y, x) \\
& =\overline{\left(T^{-1} F_{1}^{-1}\right)(y, x)},
\end{aligned}
$$

where the property of $F_{1}$ analogous to Eq. (II.6a) has been used. Introducing the expression of Eq. (VII.2) for $K$ yields

$$
\begin{aligned}
(K h)(x, y) & =\overline{(K h)(y, x)} \\
& =(K h)^{*}(x, y)
\end{aligned}
$$

where the *-operation of Eq. (VI.2) has been introduced.

If $\psi_{1}$ and $\psi_{2}$ are in $L^{2}(R)$, then

$$
\mathfrak{O}\left[\psi_{1}, \bar{\psi}_{2}\right]=F_{1} T \psi_{1} \cdot \bar{\psi}_{2}
$$

by definition; however,

$$
K^{-1}=\left(T^{-1} F_{1}^{-1}\right)^{-1}=F_{1} T
$$

which yields Eq. (VII.4) and completes the proof.
The operator $K$ on $L^{2}(R \times R)$ will now be used to obtain the kernel of the operator $W(f)$ on $L^{2}(R)$.

Proposition VII.2: If $f$ is an element of $L^{2}(R \times R)$, then $W(f)$ is the integral operator on $L^{2}(R)$ with
the kernel $K f$; consequently, $W(f)$ is a HilbertSchmidt operator on $L^{2}(R)$.

Proof: Let $\psi_{1}$ and $\psi_{2}$ be arbitrary elements of $L^{2}(R)$. The result

$$
\left(W(f) \psi_{1}, \psi_{2}\right)=\left\langle\mathfrak{Q}\left[\psi_{1}, \psi_{2}\right], \bar{f}\right\rangle
$$

was established in the proof of Proposition V.1. Equation (VII.4) for $\mathfrak{R}\left[\psi_{1}, \psi_{2}\right]$ and the unitarity of $K$ yield

$$
\begin{aligned}
\left(W(f) \psi_{1}, \psi_{2}\right) & =\left\langle K^{-1} \psi_{1} \cdot \bar{\psi}_{2}, \bar{f}\right\rangle \\
& =\left\langle\psi_{1} \cdot \Psi_{2}, K \bar{f}\right\rangle .
\end{aligned}
$$

Since $K \bar{f}=(K f)^{*}$, it follows that

$$
\begin{aligned}
\left(W(f) \psi_{1}, \psi_{2}\right) & =\left\langle\psi_{1} \cdot \Psi_{2},(K f)^{*}\right\rangle \\
& =\iint \psi_{1}(x) \bar{\psi}_{2}(y) \overline{(\overline{K f})^{*}}(x, y) d x d y \\
& =\iint(K f)(y, x) \psi_{1}(x) \psi_{2}(y) d x d y
\end{aligned}
$$

where the definition of $*$ has been employed. Fubini's theorem justifies replacing the latter integral by an iterated integral; hence,

$$
\begin{aligned}
\left(W(f) \psi_{1}, \psi_{2}\right) & =\int\left[\int(K f)(y, x) \psi_{1}(x) d x\right] \psi_{2}(y) d y \\
& =\int\left(S_{K \prime} \psi_{1}\right)(y) \Psi_{2}(y) d y \\
& =\left(S_{K \prime} \psi_{1}, \psi_{2}\right)
\end{aligned}
$$

Since $\psi_{1}$ and $\psi_{2}$ are arbitrary, it follows that

$$
W(f)=S_{K f}
$$

and $W(f)$ is the integral operator with the squareintegrable kernel $K f$; therefore, $W(f)$ is a HilbertSchmidt operator.
The following question now arises: if $A$ is an operator on $L^{2}(R)$, does there exist a function $f$ in $L^{2}(R \times R)$ such that $W(f)=A$ ? The following proposition in conjunction with the previous proposition asserts that the answer is affirmative if and only if $A$ is a Hilbert-Schmidt operator.

Proposition VII.3: If $S_{h}$ is the integral operator on $L^{2}(R)$ with kernel $h$ in $L^{2}(R \times R)$, then $f=K^{-1} h$ is the unique element of $L^{2}(R \times R)$ such that

$$
\begin{equation*}
S_{h}=W(f) \tag{VII.5}
\end{equation*}
$$

Proof: If $f^{\prime}$ is an element of $L^{2}(R \times R)$ such that

$$
S_{K f^{\prime}}=S_{h}
$$

which implies

$$
K f^{\prime}=h
$$

or

$$
f^{\prime}=K^{-1} f,
$$

which completes the proof.
It is now evident that the replacement of the operator $K$ by another operator $K^{\prime}$ with similar properties would lead to a different correspondence between classical observable functions and quantum mechanical operators and also a "quasiprobability density function" corresponding to a wavefunction which is distinct from the Wigner quasiprobability density function.

## VIII. ALGEBRAIC ASPECTS OF THE WEYL TRANSFORM

The Weyl correspondence has been realized in the previous sections as a 1-1 map $W: f \rightarrow W(f)$ called the Weyl transform from $L^{2}(R \times R)$ the algebra $\mathscr{L}_{\mathrm{Hs}}\left(L^{2}(R)\right)$ of Hilbert-Schmidt operators on $L^{2}(R)$. Since two Hilbert-Schmidt operators may be multiplied together to yield another HilbertSchmidt operator, the Weyl transform may be used to introduce a multiplication of functions in $L^{2}(R \times R)$. Indeed, if $f$ and $g$ are element of $L^{2}(R \times R)$, then $f \times g$ will denote the element of $L^{2}(R \times R)$ defined by

$$
\begin{equation*}
f \times g=K^{-1}(K f \circ K g) \tag{VIII.1}
\end{equation*}
$$

where o denotes the multiplication of kernels introduced in Eq. (VI.4). Clearly, $K$ maps the multiplication $\times$ into the multiplication $\circ$ :

$$
\begin{equation*}
K(f \times g)=K f \circ K g \tag{VIII.2}
\end{equation*}
$$

for all $f, g$ in $L^{2}(R \times R)$. The map $f \rightarrow \bar{f}$ is a candidate for a *-operation in $L^{2}(R \times R)$ with the multiplication $\times$; moreover, by assertion (ii) of Proposition VII.1:

$$
\begin{equation*}
K \bar{f}=(K f)^{*} \tag{VIII.3}
\end{equation*}
$$

for all $f$ in $L^{2}(R \times R)$.
Proposition VIII.1: $L^{2}(R \times R)$ with the operations $f \rightarrow \bar{f}$ and $f, g \rightarrow f \times g$ is an $H^{*}$-algebra. Moreover, $K$ is an isometric *-isomorphism of the $H^{*}$-algebra induced by ${ }^{-}$and $\times$onto the $H^{*}$-algebra induced by $*$ and $\circ$.

Proof: The properties of Eq. (VI.7) for - and $\times$ follow directly from the corresponding property for * and $\circ$, since $K$ is a unitary operator with the properties of Eqs. (VIII.2) and (VIII.3). This also implies $K$ is an isometric $*$-isomorphism of these two $H^{*}$-algebras.
It was noted in Sec. VI that the Hilbert-Schmidt operators form an $H^{*}$-algebra. Many of the algebraic
properties of the Weyl transform are obtained by recognizing that the Weyl transform is an isomorphism of $H^{*}$-algebras as indicated in the following proposition.

Propostion VIII.2: The Weyl transform $W: f \rightarrow$ $W(f)$ is an isometric *-isomorphism of the $H^{*}$ algebra induced on $L^{2}(R \times R)$ by ${ }^{-}$and $\times$onto the $H^{*}$-algebra $\mathscr{L}_{\mathrm{Hs}}\left(L^{2}(R)\right.$ ) of Hilbert-Schmidt operators on $L^{2}(R)$ :

$$
\begin{equation*}
W(\bar{f})=W(f)^{*} \tag{i}
\end{equation*}
$$

(ii) $W(f \times g)=W(f) W(g)$,
(iii) $\quad W(\lambda f)=\lambda W(f)$,
(iv) $W(f+g)=W(f)+W(g)$,
(v) $\quad\|W(f)\| \leq\|f\|=\|W(f)\|_{\mathrm{HS}}$.

Proof: Since $W(f)=S_{K f}$, it suffices to remark that $f \rightarrow K f$ is an isometric *-isomorphism of the $H^{*}$-algebra induced in $L^{2}(R \times R)$ by and $\times$ onto the $H^{*}$-algebra induced in $L^{2}(R \times R)$ by $*$ and o and that $h \rightarrow S_{h}$ is an isometric *-isomorphism of the latter onto the $H^{*}$-algebra $\mathscr{L}_{\mathrm{HS}}\left(L^{2}(R)\right)$.

The sine and cosine brackets ${ }^{20}$ of the phase-space formulation of quantum mechanics are related to the multiplication $\times$. Indeed, if $f$ and $g$ are elements of both $L^{1}(R \times R)$ and $L^{2}(R \times R)$, then a tedious, but straightforward, computation yields the following:
$(f \times g)(x, y)=\frac{1}{4}\left(\frac{\hbar}{2 \pi}\right)^{\frac{1}{2}} \iiint \int f\left(x^{\prime}, y^{\prime}\right) g\left(x^{\prime \prime}, y^{\prime \prime}\right)$
$\times \exp \left[-\frac{2 i}{\hbar} \operatorname{det}\left[\begin{array}{lll}1 & x & y^{\prime} \\ 1 & x & y^{\prime} \\ 1 & x^{\prime \prime} & y^{\prime \prime}\end{array}\right]\right] d x, d y^{\prime} d x^{\prime \prime} d y^{\prime \prime}$
(VIII.5a)
$[f, g]_{-}(x, y)=\frac{1}{2 i}\left(\frac{\hbar}{2 \pi}\right)^{\frac{3}{2}} \iiint \int f\left(x^{\prime}, y^{\prime}\right) g\left(x^{\prime \prime}, y^{\prime \prime}\right)$
$\times \sin \left[\frac{2}{\hbar} \operatorname{det}\left[\left.\begin{array}{lll}1 & x & y \\ 1 & x & y \\ 1 & x^{\prime \prime} & y^{\prime \prime}\end{array} \right\rvert\,\right] d x^{\prime} d y^{\prime} d x^{\prime \prime} d y^{\prime \prime} \quad\right.$ (VIIII.5b)
$[f, g]_{+}(x, y)=\frac{1}{2}\left(\frac{\hbar}{2 \pi}\right)^{\frac{1}{2}} \iiint \int f\left(x^{\prime}, y^{\prime}\right) g\left(x^{\prime \prime}, y^{\prime \prime}\right)$
$\times \cos \left[\frac{2}{\hbar} \operatorname{det}\left[\begin{array}{lll}1 & x & y \\ 1 & x^{\prime} \\ 1 & y^{\prime \prime} & y^{\prime \prime}\end{array}\right] d x^{\prime} d y^{\prime} d x^{\prime \prime} d y^{\prime \prime}\right.$
(VIII.5c)
for ( $x, y$ ), in $R \times R$ where

$$
\begin{equation*}
[f, g]_{ \pm}=f \times g \pm g \times f \tag{VIII.6}
\end{equation*}
$$

It should be noted that the nonlocality of the product arises from the fact that $P$ and $Q$ do not commute. In fact, the determinant appearing in

[^65]Eqs. (VIII.5) is expressible in terms of the commutator function $B$ introduced in Eq. (III.8c):

$$
\begin{align*}
& \operatorname{det}\left|\begin{array}{ccc}
1 & x & y \\
1 & x^{\prime} & y^{\prime} \\
1 & x^{\prime \prime} & y^{\prime \prime}
\end{array}\right| \\
& =\left(x^{\prime} y^{\prime \prime}-x^{\prime \prime} y^{\prime}\right)-\left(x y^{\prime \prime}-x^{\prime \prime} y\right)+\left(x y^{\prime}-x^{\prime} y\right) \\
& =B\left(x, y ; x^{\prime}, y^{\prime}\right)+B\left(x^{\prime}, y^{\prime} ; x^{\prime \prime}, y^{\prime \prime}\right)  \tag{VIII.7a}\\
& \quad \begin{array}{l}
\text { (VIII.7a) } \\
\\
\quad+B\left(x^{\prime \prime}, y^{\prime \prime} ; x, y\right) \quad \text { (VIII.7b) }
\end{array} \tag{VIII.7b}
\end{align*}
$$

for all $(x, y),\left(x^{\prime}, y^{\prime}\right),\left(x^{\prime \prime}, y^{\prime \prime}\right)$ in $R \times R$.

## IX. COMMENTS AND GENERALIZATIONS

The previous sections have been restricted to quantum mechanics; however, the results have extensions to quantum statistical mechanics. The Weyl transform in conjunction with the $B^{*}$-algebraic approach to quantum theory leads in a natural fashion to the introduction of density operators corresponding to the mixed states of quantum statistical mechanics. ${ }^{21,22}$ Furthermore, the extension of the discussion of Sec. IV to Wigner quasiprobability density functions and characteristic functions induced by mixed states yields a correspondence between Wigner functions and density operators implemented by the Weyl transform.

The configuration space and phase space of a linear classical mechanical system with $n$ degrees of freedom are $R^{n}$ and $R^{n} \times R^{n}$, respectively, where $R^{n}$ is the Cartesian product of $n$ copies of $R$. The analysis of the previous sections may be immediately extended from the case $n=1$ to arbitrary finite $n$ by replacing $L^{2}(R)$ and $L^{2}(R \times R)$ by $L^{2}\left(R^{n}\right)$ and $L^{2}\left(R^{n} \times R^{n}\right)$, respectively, and utilizing the theory of harmonic analysis for functions of several variables.
It was remarked in Sec. III that the essential aspect of the configuration space $R$ involved in considering Weyl correspondence was its group structure: the additive group of reals is an example of a commutative locally compact topological group. The translational invariance of Lebesgue measure and harmonic analysis on $R$ were the essential mathematical tools relating to $R$ used in constructing the Weyl transform. These constructs have generalizations to Haar measure and abstract harmonic analysis on an arbitrary locally compact topological group which is commutative. ${ }^{23}$ Therefore, the ques-

[^66]tion arises whether the Weyl transform admits a similar generalization and, indeed, some results have been obtained for very general commutative locally compact topological groups. ${ }^{24,25}$ These generalizations distinguish configuration space and momentum space; consequently, some conceptual questions about the Weyl transform are clarified. The removal of the locally compact condition on the group is a generalization which would be extremely important since the replacement of the configuration space $R$ by an infinite-dimensional real Hilbert space corresponds to the transition to a physical system with infinitely many degrees of freedom. The current developments of harmonic analysis on Hilbert space greatly encourage the possibility of considering the Weyl correspondence and Wigner quasiprobability density function in quantum field theory.
After completion of the investigations presented in the previous sections, recent papers containing some similar results were found. The approaches of Segal ${ }^{24}$ and Kastler ${ }^{26}$ consider the Weyl transform as a map from the Fourier-Plancherel transforms of the functions representing classical observables to operators instead of directly from the classically observable functions to quantum-mechanical operators. These approaches do not involve the explicit use of the Wigner quasiprobability density function. The essential aspects of the proof of Proposition IV. 2 have appeared in a paper by McKenna and Klauder ${ }^{27}$; however, the relevance to the Wigner quasiprobability density function was not indicated.

The introduction of the Wigner function and its characteristic function in the study of the mathematical aspects of the Weyl correspondence permits direct proofs of results relating to the Weyl transform based on basic theorems of measure theory, Hilbert space theory, and harmonic analysis. Moreover, it has resulted in an explicit representation of the quantum-mechanical operator $W(f)$ corresponding to a classically observable function $f$ in $L^{2}(R \times R)$ as a Hilbert-Schmidt integral operator on $L^{2}(R)$ whose kernel is $K f$, where $K$ is a "twisted" FourierPlancherel transform. Furthermore, the relation of the Wigner quasiprobability density function to the Weyl correspondence has been clarified by exhibiting the Wigner function $\mathbb{R}[\psi]$ corresponding to a wavefunction $\psi$ in $L^{2}(R)$ in terms of $K^{-1}$, the inverse

[^67]of the "twisted" Fourier-Plancherel transform $K$ : namely, $\mathfrak{A}[\psi]=K^{-1} \psi \cdot \psi$.

Note added to proof. The approach of Kastler ${ }^{26}$ has been utilized to obtain results similar to Proposition VIII. 2 and to study the relation between density operators and quasiprobability density functions ${ }^{22}$ in the following: G. Loupias and S. MiracleSole, "Sur le formalisme de la convolution gauche," Université d'Aix-Marseille Preprint (May, 1965).
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## 1. INTRODUCTION

IN this paper, a method for expressing scattering amplitudes satisfying coupled channel unitarity equations in terms of amplitudes satisfying "uncoupled" or "elastic" unitarity equations is presented. Many methods of expressing unitary scattering amplitudes in terms of Hermitian amplitudes already exist. ${ }^{1-3}$ These methods are attractive be-

[^69]cause the Hermitian amplitude involved may be chosen arbitrarily as far as the unitarity constraint is concerned. Also, for two-particle channels, the Heitler equation, when formulated in the angular momentum representation, can be solved algebraically. ${ }^{1}$ The other methods require the solution of linear integral equations.

Notwithstanding the existence of these methods, it seems desirable to possess a procedure for constructing fully coupled unitary amplitudes from amplitudes describing two sets of channels with no coupling between the sets. The original amplitudes might occur as the result of a calculation based on the familiar methods mentioned above. Such a procedure can probably be formulated in several
ways ${ }^{4}$ and the particular method described in Sec. 2 is "interpreted" in Sec. 3 by relating it to equations of the Heitler type.

It is worth noting that the method can be reversed to reduce the problem of solving a coupled manychannel problem to that of solving two such problems for a partition of the channels into two smaller subsets. Such a reduction may be desirable if, for example, the two subsets involve two-particle and three-particle channels, respectively. In Sec. 4, it is shown that if one begins with unitary amplitudes for channels described by a continuous parameter and amplitudes for discrete channels, then the coupling between the two sets of channels can be introduced and the fully coupled amplitudes can be calculated without any inversion of continuous matrices (solving of integral equations) being required.
Finally, in Sec. 5 some of the quantities introduced in Sec. 2 are related to familiar quantities in pure elastic scattering. In particular, expressions are obtained for the change in cot $\delta$, where $\delta$ is the partialwave phase shift, due to the coupling to inelastic channels. Also a pseudoelastic form of the exact unitarity equation is discussed and related to the process of diffraction scattering. ${ }^{5}$

## 2. THE DECOUPLING PROCEDURE

The quantities of interest are the reduced matrix elements of the scattering operator, $T$, which satisfies the unitarity equation

$$
\begin{equation*}
T-T^{\dagger}=2 i T^{\dagger} T \tag{2.1}
\end{equation*}
$$

Denoting all variables except the total four momentum, $P_{\mu}$, by $i, j, \cdots$, etc., the reduced matrix element, $t_{i j}(s)$, where $s=P^{2}$, is defined by

$$
\begin{equation*}
\delta^{4}\left(P^{\prime}-P\right) t_{i j}(s) \equiv\left\langle P^{\prime}, i\right| T|P, j\rangle \tag{2.2}
\end{equation*}
$$

It is customary to either show ${ }^{6}$ or assume ${ }^{7}$ that the

[^70]$t_{i j}(s)$ can be defined below their respective physical thresholds in such a way that for all $s$ greater than the lowest threshold, $s_{0}$ say, of any channel coupled to $t_{i i}(s)$ the extended unitarity equation,
\[

$$
\begin{equation*}
t_{i j}(s)-t_{i i}(s)^{*}=2 i \sum_{n} t_{n i}(s)^{*} \delta^{4}\left(P_{n}-P_{i}\right) t_{n j}(s) \tag{2.3}
\end{equation*}
$$

\]

holds. The summation symbol denotes the appropriate combination of sums over discrete variables and integrals over continuous variables required for the insertion of a complete set of states between the scattering operators on the right-hand side of (2.1). For strong and electromagnetic interactions time reversal invariance ${ }^{8}$ can be invoked to show that the variables $i, j, \cdots$, etc. can be chosen to make $t_{i j}(s)$ symmetric, ${ }^{9}$ in which case the left-hand side of (2.3) is equal to $2 i \operatorname{Im} t_{i i}(s)$. If the $t_{i j}(s)$ are gathered together in a square matrix, $f(s)$, which may be continuously infinite or partly so, and if the integrations required to eliminate the delta functions on the right-hand side of (2.3) are performed, thereby generating phase space factors which may also be gathered into a diagonal matrix, $R(s)$, then the unitarity equation reads

$$
\begin{equation*}
f(s)-f(s)^{*}=2 i f(s)^{*} R(s) f(s) . \tag{2.4}
\end{equation*}
$$

It is to be understood that the indicated matrix multiplication includes all those summations and integrations left over after the delta functions in (2.3) were eliminated. Finally, it should be remembered that each diagonal element of $R(s)$ vanishes below the physical threshold of the particular channel being described by that element.

Now suppose that of all the channels contributing to (2.4), a certain subset is more interesting than the rest. Denoting that subset by the subscript 1 and the remaining channels by the subscript 2, it is always possible to arrange $f(s)$ and $R(s)$ so that they have the form
$f(s) \equiv\left[\begin{array}{l}f_{11}(s), f_{12}(s) \\ f_{21}(s), f_{22}(s)\end{array}\right] ; \quad R(s) \equiv\left[\begin{array}{cc}R_{1}(s), & 0 \\ 0, & R_{2}(s)\end{array}\right)$.
In such a circumstance where interest is focused on the submatrix $f_{11}(s)$ the following theorem is interesting.

Theorem: If the matrix functions $h_{12}(s), h_{21}(s)$, and $g_{22}(s)$ satisfy the relations
$f_{12}(s)=f_{11}(s) h_{12}(s) ; \quad f_{21}(s)=h_{21}(s) f_{11}(s)$

[^71]and
\[

$$
\begin{equation*}
f_{22}(s)=g_{22}(s)+h_{21}(s) f_{11}(s) h_{12}(s) \tag{2.6b}
\end{equation*}
$$

\]

then the unitarity equations

$$
\begin{align*}
& f_{11}(s)-f_{11}(s)^{*}=2 i f_{11}(s)^{*} \\
& \quad \times\left(R_{1}(s)+h_{12}(s)^{*} R_{2}(s) h_{21}(s)\right) f_{11}(s),  \tag{2.7a}\\
& h_{12}(s)-h_{12}(s)^{*}=2 i h_{12}(s)^{*} R_{2}(s) g_{22}(s),  \tag{2.7~b}\\
& h_{21}(s)-h_{21}(s)^{*}=2 i g_{22}(s)^{*} R_{2}(s) h_{21}(s), \tag{2.7c}
\end{align*}
$$

and

$$
\begin{equation*}
g_{22}(s)-g_{22}(s)^{*}=2 i g_{22}(s)^{*} R_{2}(s) g_{22}(s) \tag{2.7d}
\end{equation*}
$$

hold.
The proof of the theorem follows in a straightforward manner, albeit after some tedious algebra, upon substituting Eqs. (2.6) into (2.5) and then (2.5) into (2.4). Since one can always choose $h_{21}(s)=$ $\mathscr{h}_{12}(s)$, the result ( 2.7 c ) may seem redundant after (2.7b). It is stated separately to emphasize that, given (2.4)-(2.6), the symmetry properties of the $h$ and $g$ matrices play no role in deriving the equations (2.7).

The interest of the theorem lies in the fact that if the $h$ matrices can be determined or estimated then $f_{11}(s)$ satisfies a closed unitarity equation with a nondiagonal effective phase-space matrix, $R_{1}(s)+$ $h_{12}(s)^{*} R_{2}(s) h_{21}(s)$. At the same time the estimation of the h's is presumably facilitated by the absence of unitary coupling of the $h$ 's to the channels of primary interest. It is clear, however, that the estimation of the $h$ 's will not, in general, be a simple matter and can never be implemented until one has established a clear physical interpretation of the $h$ 's and $g$ 's. To this end, one must obtain further algebraic consequences of the theorem.

The theorem can be applied to the channels 2 and 1 in the same way it was applied to channels 1 and 2. Thus one defines $l_{12}(s), l_{21}(s)$, and $g_{11}(s)$ by

$$
\begin{equation*}
f_{12}(s)=l_{12}(s) f_{22}(s) ; \quad f_{21}(s)=f_{22}(s) l_{21}(s) \tag{2.8a}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{11}(s)=g_{11}(s)+l_{12}(s) f_{22}(s) l_{21}(s) \tag{2.8b}
\end{equation*}
$$

These definitions yield the unitarity equations

$$
\begin{align*}
& f_{22}(s)-f_{22}(s)^{*}=2 i f_{22}(s)^{*} \\
& \quad \times\left\{l_{21}(s)^{*} R_{1}(s) l_{12}(s)+R_{2}(s)\right\} f_{22}(s),  \tag{2.9a}\\
& l_{21}(s)-l_{21}(s)^{*}=2 i l_{21}(s)^{*} R_{1}(s) g_{11}(s),  \tag{2.9b}\\
& l_{12}(s)-l_{12}(s)^{*}=2 i g_{11}(s)^{*} R_{1}(s) l_{12}(s),  \tag{2.9c}\\
& g_{11}(s)-g_{11}(s)^{*}=2 i g_{11}(s)^{*} R_{1}(s) g_{11}(s) . \tag{2.9d}
\end{align*}
$$

Now if (2.8a) and (2.6a) are substituted, in that order, into the second term on the right-hand side of (2.8b), then there follows

$$
\begin{equation*}
\left(1-l_{12}(s) h_{21}(s)\right) f_{11}(s)=g_{13}(s) \tag{2.10a}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left(1-h_{21}(s) l_{12}(s)\right) f_{22}(s)=g_{22}(s) \tag{2.10b}
\end{equation*}
$$

Furthermore, if (2.8b) is multiplied on the right by $h_{12}(s)$ and (2.6b) on the left by $l_{12}(s)$, then a comparison of the resulting equations with (2.6a) and (2.8a) yields

$$
g_{11}(s) h_{12}(s)=l_{12}(s) g_{22}(s)
$$

Assuming the $g$ 's to have inverses, one finds

$$
\begin{align*}
h_{12}(s) & =k_{12}(s) g_{22}(s),  \tag{2.11a}\\
l_{12}(s) & =g_{11}(s) k_{12}(s), \tag{2.11b}
\end{align*}
$$

where

$$
\begin{equation*}
k_{12}(s)=k_{12}(s)^{*} \tag{2.12}
\end{equation*}
$$

Substituting (2.11) into (2.10) there results the integral equations ${ }^{10}$
$f_{11}(s)=g_{11}(s)+g_{11}(s) k_{12}(s) g_{22}(s) k_{21}(s) f_{11}(s)$
and
$f_{22}(s)=g_{22}(s)+g_{22}(s) k_{21}(s) g_{11}(s) k_{12}(s) f_{22}(s)$.
The solutions of these integral equations express the coupled matrix functions $f_{11}(s)$ and $f_{22}(s)$ in terms of the uncoupled matrix functions, $g_{11}(s)$ and $g_{22}(s)$, and the real matrix functions, $k_{12}(s)$ and $k_{21}(s)=\tilde{k}_{12}(s)$. The corresponding integral equations for $f_{12}(s)$ and $f_{21}(s)$ come from substituting (2.11) and (2.13a, b) into (2.6a) and (2.8a). They are
$f_{12}(s)=g_{11}(s) k_{12}(s) g_{22}(s)+g_{11}(s) k_{12}(s) g_{22}(s) k_{21}(s) f_{12}(s)$,
and
$f_{21}(s)=g_{22}(s) k_{21}(s) g_{11}(s)+g_{22}(s) k_{21}(s) g_{11}(s) k_{12}(s) f_{21}(s)$.

One can easily guess the correct form for the analogous integral equations in which the kernels on the right-hand side multiply the $f$ 's from the right.
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## 3. PHYSICAL INTERPRETATION

The iterative "solutions" of the equations (2.13) are
$f_{11}=g_{11}+g_{11} k_{12} g_{22} k_{21} g_{11}+\cdots$,
$f_{12}=g_{11} k_{12} g_{22}+g_{11} k_{12} g_{22} k_{21} g_{11} k_{12} g_{22}+\cdots$,
$f_{21}=g_{22} k_{21} g_{11}+g_{22} k_{21} g_{11} k_{12} g_{22} k_{21} g_{11}+\cdots$,
and
$f_{22}=g_{22}+g_{22} k_{21} g_{11} k_{12} g_{22}+\cdots$.
If the $n$th terms in the series for $f_{11}$ and $f_{22}$ are denoted by $f_{11}^{(n-1)}$ and $f_{22}^{(n-1)}$, respectively, while the $n$th terms in the series for $f_{12}$ and $f_{21}$ are denoted by $f_{12}^{(n)}$ and $f_{21}^{(n)}$, respectively, then the perturbative unitarity relations ${ }^{11}$

$$
\begin{equation*}
f_{i i}^{(n)}-f_{i i}^{(n) *}=2 i \sum_{k=1}^{2} \sum_{r=0}^{n} f_{i k}^{(r)} R_{k} f_{k i}^{(n-r)} \tag{3.2}
\end{equation*}
$$

are a consequence of ( 2.7 d ) , (2.9d), and (2.12), where $f_{12}^{(0)} \equiv f_{21}^{(0)} \equiv 0$.

These equations suggest that $f_{11}^{(0)}$ and $f_{22}^{(0)}$ include contributions from those processes in which channels 2 and 1 , respectively, never appear as an intermediate state on the mass shell. This statement must be qualified, however, with the comment that $f_{i i}^{(0)}$ does not include all the virtual driving processes in $f_{i i}$ as a glance at the higher-order terms in (3.1) a, d) shows. ${ }^{12}$ The amplitudes $f_{12}^{(1)}$ and $f_{21}^{(1)}$ are interpreted as summing all those contributions from processes in which the transition from channels 1 to 2 or vice versa is not made more than once in an intermediate process on the mass shell. Again the qualification regarding driving forces applies.

The unitarity equations for $f_{11}^{(0)}, f_{12}^{(1)}, f_{21}^{(1)}, f_{22}^{(0)}$ are satisfied by the solutions of the linear equations of the Heitler form, ${ }^{13}$

$$
\begin{align*}
& f_{11}^{(0)}=b_{11}+i b_{11} R_{1} f_{11}^{(0)},  \tag{3.3a}\\
& f_{12}^{(1)}=b_{12}+i b_{11} R_{1} f_{12}^{(1)}+i b_{12} R_{2} f_{22}^{(0)},  \tag{3.3b}\\
& f_{21}^{(1)}=b_{21}+i b_{21} R_{1} f_{11}^{(0)}+i b_{22} R_{2} f_{21}^{(1)},  \tag{3.3c}\\
& f_{22}^{(0)}=b_{22}+i b_{22} R_{2} f_{22}^{(0)} . \tag{3.3d}
\end{align*}
$$

On the other hand, from (3.1b, c),

[^73]\[

$$
\begin{equation*}
f_{12}^{(1)}=f_{11}^{(0)} k_{12} f_{22}^{(0)} ; \quad f_{21}^{(1)}=f_{22}^{(0)} k_{21} f_{11}^{(0)} \tag{3.4}
\end{equation*}
$$

\]

and upon substituting (3.4) into (3.3) and then using ( $3.3 \mathrm{a}, \mathrm{d}$ ) in ( $3.3 \mathrm{~b}, \mathrm{c}$ ), one obtains

$$
\begin{equation*}
b_{11} k_{12} b_{22}=b_{12} \tag{3.5}
\end{equation*}
$$

The equations (3.1)-(3.5) relate the quantities $g_{11}, g_{22}, k_{12}$, and $k_{21}$ to quantities occurring in more familiar formalisms for constructing unitary scattering amplitudes and may, therefore, be said to suggest the physical interpretation of the former quantities. This question, which must be considered in some detail in any particular application of the decoupling procedure, is not discussed further here.

## 4. DISCRETE AND CONTINUOUS CHANNELS

To this point it has been assumed that whenever matrix inversions were desired, they could be performed. In many instances of physical interest ${ }^{14}$ this is not the case, and it is worthwhile to ask if certain of the previous results might be obtained without recourse to all the matrix inversions that have been formally employed. Thus if $f_{11}(s)$ is a discrete matrix of partial-wave amplitudes for two-particle channels, while $f_{22}(s)$ is a continuous matrix for the partialwave amplitude of a three-particle channel, then inversion of $(1,1)$ matrices is routine algebra while the inversion of $(2,2)$ matrices can rarely be carried out in closed form if at all. It turns out that, for the preceding sections, if matrix inversion is feasible for one set of channels, the set 1 say, then it can be avoided entirely for the channels, 2.

Thus the equations (2.7) can be derived from the premises (2.6) if the channels, 1 , are discrete but the equations ( $2.9 \mathrm{~b}, \mathrm{c}$ ) must be modified by multiplication from the left by $f_{22}(s)^{*}$ and from the right by $f_{22}(s)$, respectively. Equations (2.10) and (2.11a) can still be derived, but (2.11b) and (2.12) must be multiplied from the right by $g_{22}(s)$. Finally with these modifications the integral equations, (2.13), can be derived as stated and it remains to show that they can be solved without matrix inversions of $(2,2)$ matrices.

The solution of (2.13a) is trivial since it involves only the inversion of a ( 1,1 ) matrix

$$
\begin{equation*}
f_{11}=\left(1-g_{11} k_{12} g_{22} k_{21}\right)^{-1} g_{11} . \tag{4.1}
\end{equation*}
$$

To solve for $f_{22}(s)$, multiply (2.13b) from the left by $k_{12}(s)$ to obtain

$$
k_{32} f_{22}=k_{12} g_{22}+k_{12} g_{22} k_{21} g_{11} k_{12} f_{22}
$$

[^74]This can be solved for $k_{12} f_{22}$;

$$
k_{12} f_{22}=\left(1-k_{12} g_{22} k_{21} g_{11}\right)^{-1} k_{12} g_{22}
$$

Equation (2.13b) is then solved by substituting this result into the right-hand side of (2.13b), which yields

$$
\begin{equation*}
f_{22}=g_{22}+g_{22} k_{21} g_{11}\left(1-k_{12} g_{22} k_{21} g_{11}\right)^{-1} k_{12} g_{22} \tag{4.2}
\end{equation*}
$$

The equations (2.13c, d) may be solved in a similar way. Note that (4.2) has the form of (2.6b)

$$
f_{22}=g_{22}+g_{22} k_{21} f_{11} k_{12} g_{22}
$$

since it follows from (4.1) that

$$
f_{11}=g_{11}\left(1-k_{12} g_{22} k_{21} g_{11}\right)^{-1}
$$

Finally since the derivation of (3.5) requires a matrix inversion in one set of channels only, it can still be carried through by looking first at $k_{21}$ and then using the symmetry $k_{12}=\mathscr{k}_{21}$.

## 5. TWO-PARTICLE ELASTIC SCATTERING

The simplest case for $f_{11}(s)$ is that of partial-wave elastic scattering in one two-particle channel. For convenience consider the common circumstance in which conservation laws allow one to work with a single function, $f_{11}(s)$, of one variable. If there exists a pure elastic interval, $s_{0} \leq s \leq s_{1}$, in which no inelastic processes can occur, then in that interval both $g_{11}(s)$ and $f_{11}(s)$ have the form

$$
\begin{align*}
& g_{11}(s)=e^{i \delta 0} \sin \delta^{0} / R_{1}=\left[R_{1}\left(\cot \delta^{0}-i\right)\right]^{-1}  \tag{5.1}\\
& f_{11}(s)=e^{i \delta} \sin \delta / R_{1}=\left[R_{1}(\cot \delta-i)\right]^{-1} \tag{5.2}
\end{align*}
$$

Upon substituting these expressions into (4.1), a little algebraic manipulation yields

$$
\begin{equation*}
R_{1} \cot \delta=R_{1} \cot \delta^{0}-k_{12} g_{22} k_{21} \tag{5.3}
\end{equation*}
$$

This equation can be used to establish the influence of unitary coupling to inelastic channels on such low-energy parameters as the scattering length and effective range. It is also clear from (5.3) how resonances below the inelastic threshold can arise from strong coupling to the inelastic channel in this formalism. Such a mechanism has frequently been regarded as the explanation for the existence of some
of the higher resonances in pion and nucleon interactions. ${ }^{16}$

The exact unitarity equation for $f_{11}(s)$ is, from (2.7a) and (2.11a),

$$
\begin{equation*}
f_{11}-f_{11}^{*}=2 i\left|f_{11}\right|^{2}\left\{R_{1}+k_{12} g_{22}^{*} R_{2} g_{22} k_{21}\right\} \tag{5.4}
\end{equation*}
$$

On the basis of the discussion in Sec. 3, the function $b_{11} k_{12} g_{22} \equiv H_{12}$ satisfies $^{18}$

$$
\begin{equation*}
H_{12}=b_{12}+i b_{12} R_{2} g_{22} \tag{5.5}
\end{equation*}
$$

and may be interpreted as the matrix amplitude describing the inelastic scattering that would occur if, after initial absorption, the system never returns to the elastic channel in a mass-shell intermediate state. This situation is just that which yields pure diffraction scattering in the elastic channel if no elastic driving forces are present. Consequently, on the basis of the optical theorem ${ }^{16}$ one may expect the approximation of replacing $H_{12} R_{2} H_{21}$ by the appropriately normalized inelastic cross section of a diffraction scattering model to be valid at high energies. With a given $b_{11}$, then, the construction of a solution to (5.4) yields an amplitude incorporating corrections to the pure diffraction model. Such a method may have a bearing on recent studies of the high-energy behavior of the real parts of elastic scattering amplitudes. ${ }^{17}$ Finally, it would be interesting to use (5.4) to investigate the influence of inelastic unitarity in the low and medium energy range through the $N / D$ formalism since (5.4) has the algebraic form of pure elastic unitarity. ${ }^{18}$
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#### Abstract

The considerations of a previous paper are extended to the case of a general lattice. It is shown algebraically why the Pfaffian and Onsager methods of solution of the Ising problem coincide only when the lattice is planar, and that the problem is then a linear one. When the lattice is nonplanar the Pfaffian method breaks down due to the appearance of unwanted negative signs, and it is shown how the Onsager method compensates for this at the expense of making the problem nonlinear.


## 1. INTRODUCTION

IN a previous paper, ${ }^{1}$ it was shown that two expressions, one the partition function for the Ising problem on a rectangular lattice and the other a Pfaffian, were equal. The proof was algebraic in character, but could be interpreted as justifying the combinatorial approach which has been widely used. ${ }^{2}$ With certain types of edge conditions the correspondence was shown not to be immediate and the source of the discrepancy was traced to the appearance of the long-range bonds associated with the imposition of cyclic or helical boundary conditions. It was claimed that the same difficulty would arise, although in a much more serious manner, when an attempt was made to identify a Pfaffian with the partition function for a lattice with a more complicated topological structure. Such an increase in topological complication arises whenever a sufficiently large number of connections hold between lattice points in a plane lattice, or when the lattice is three dimensional. It is the purpose of this paper to show in detail how the attempt to transform a general Ising model partition function into a Pfaffian will be defeated whenever the lattice is nonplanar. Nonplanar means that the set of lattice points and the bonds connecting them cannot be arranged in a plane in any position whatsoever without bonds crossing at points which are not lattice points. It is not the long range of the bonds in a nonplanar lattice which is significant, but the appearance of crossing points which cannot be removed by any continuous deformation of the lattice.

In Sec. 2 the algebraic relationship between the Pfaffian and Onsager methods for a general lattice will be discussed, ignoring the effect of edge condi-

[^76]tions, which now represent only an inessential complication.

In Sec. 3 some topological aspects of this relationship will be considered. Topological aspects of the Ising model have already been extensively discussed ${ }^{2-4}$, but I am not aware of any work in this field which directly relates the Onsager and Pfaffian methods.

## 2. ALGEBRAIC RELATIONSHIP BETWEEN THE ONSAGER AND THE PFAFFIAN METHODS

An Ising model on a general lattice consists of a set of $N$ identical systems, each capable of existing in two states only, and arranged to form a regular lattice in one, two or three dimensions. These systems may interact with each other, and the energy of interaction of any pair of such systems is assumed to depend only on the states of these two systems and on nothing else. This means that we restrict ourselves to the case of two body forces only. The assumption that all the systems are identical could be relaxed, and then the lattice would be regarded as built up by the repetition of systems, each of which is itself composed of several nonidentical subsystems. Such a model has been considered, using the Pfaffian method, in an earlier paper. ${ }^{5}$ However, in order to maintain simplicity, and because nothing essential for the purposes of this paper would be introduced by this generalization, the model described at the beginning of this paragraph will be used.
So the state of a general lattice can be specified by an $N$-tuple ( $s_{1}, \cdots, s_{N}$ ) with each $s_{i}$ taking the values $\pm 1$ only. There are thus $2^{N}$ distinct states

[^77]of the lattice. The total energy of the lattice will be denoted by $E\left(s_{1}, \cdots, s_{N}\right)$ and the assumption of two body forces means that
\[

$$
\begin{equation*}
E\left(s_{1}, \cdots, s_{N}\right)=-\sum_{i \neq i} J_{i} s_{i} s_{i} \tag{1}
\end{equation*}
$$

\]

apart from additional constants which do not depend on $s$. The expression (1) implies that the level of energy has been chosen so that the ground state has an energy $-\Sigma_{i \neq 1}\left|J_{i i}\right|$ rather than 0 .

All the information required to specify the type of general lattice being studied is contained in expression (1), so that the fact that we are dealing with, say, a two-dimensional square lattice with nearestneighbour interactions, or a three-dimensional cubic lattice with long-range interactions can be obtained from the structure of the set of constants $J_{i j}$. This set of constants therefore expresses the topological structure of the lattice and its bond connections. Instead of there being $\frac{1}{2} N(N-1)$ distinct such constants many of them will be equal. For example the nearest-neighbour square lattice can be specified by requiring that $J_{i j}=0$ uniless $j=$ $i \pm 1$ or $i \pm n, N=n^{2}$, and then $J_{i j}=J$. Only a single constant is required in this case. The first restriction that is usually imposed is that of translational invariance. This requires the energy of interaction of two systems to depend only on their relative positions. This means that $J_{i ;}$ depends only on the difference $i-j$ of the indices $i$ and $j$ and not on their separate values. The number of independent constants is thereby reduced to $2 N$. The next restriction is that the lattice is symmetric under inversions so that $J_{i i}=J_{i j}$, so that these constants depend now only on $|i-j|$, the magnitude of the difference. The number of constants is thus reduced to $N$. The final restriction is that the longest bond present is of length $n$ with $n \ll N$, so that $J_{i j}=0$ unless $|i-j| \leq n$. There are then at most $n$ independent constants $J_{i j}$ which we now denote by $J_{1}, \cdots, J_{*}$. This restriction is equivalent to saying that the lattice is periodie with period $n$, and means that the lattice can be regarded as made up of a series of generalized "layers" each of length $n$. Without this restriction it would not be possible to regard the system as forming a lattice whatever the arrangement of the individual subsystems. Although $n \ll N$, it does not mean that $n$ must be finite, as the example of the cubic lattice shows. However, $n$ must be asymptotically small compared to $N$, for $N$ large. Of course these restrictions may need to be modified to take edge conditions into account, but, following the remarks in the introduc-
tion, it is considered that the presence of edge effects can be neglected for large $N$. This is in the usual tradition of discussions on these problems, and has the consequence here that the limits on various summations that occur would be different with different edge conditions, but that these differences will be ignored.

The partition function will then be given by

$$
\begin{equation*}
Z=\sum_{s_{1}= \pm 1} \cdots \sum_{N= \pm 1} \exp (-E / k T) \tag{2}
\end{equation*}
$$

or, alternatively,

$$
\begin{equation*}
Z=\operatorname{tr}_{f_{1}} \cdots \operatorname{tr}_{* N} \exp \left(\sum_{i=1}^{N} \sum_{k=1}^{n} J_{k} s_{i+k} s_{i} / k T\right), \tag{3}
\end{equation*}
$$

where now the quantities $s_{i}$ are regarded as commuting matrices in a $2^{N}$-dimensional product space and $\mathrm{tr}_{\text {:i }}$ means that the trace is taken over the matrix $s_{i}$ wherever it occurs.

The Oguchi transformation can be employed to reduce the problem of evaluating (3) to the combinatorial problem of counting closed polygons drawn on this lattice. An alternative expression for this combinatorial problem is used as the starting point for the Pfaffian method. Instead of considering a set of $N$ dichotomic variables $s_{1}, \cdots, s_{N}$, regarded as commuting matrices in a direct product space, we consider instead a set of $n N$ anticommuting matrices, with a typical member $\sigma_{i}^{(k)}$ corresponding to a bond joining lattice point $j$ to lattice point $j+k$.

Then we define

$$
\begin{array}{r}
Z^{\prime}=\operatorname{Tr} \prod_{i=1}^{N}\left[1+\sum_{k>l}\left(\sigma_{i-k}^{(k)} \sigma_{i-i}^{(1)}+x_{k} x_{i} \sigma_{i}^{(k)} \sigma_{i}^{(l)}\right)\right. \\
\left.+\sum_{k, l} x_{k} \sigma_{i}^{(k)} \sigma_{i-i}^{(b)}+\cdots\right] \tag{4}
\end{array}
$$

where $x_{k}=\tanh \left(J_{k} / k T\right)$, and the notation Tr means that the trace is taken over all matrices appearing in the expansion of the product. The dots indicate terms involving fourth and higher even-order terms whose precise structure can be inferred from the later Eq. (6). $Z^{\prime}$ has been constructed with the object of defining the same combinatorial problem as does $Z$. The matrices $\sigma_{i}^{(k)}$ satisfy the anticommutation rules

$$
\begin{equation*}
\sigma_{i}^{(k)} \sigma_{i^{\prime}}^{\left(k^{\prime}\right)}+\sigma_{i^{\prime}}^{\left(k^{\prime}\right)} \sigma_{i}^{(k)} \equiv\left[\sigma_{i}^{(k)} \sigma_{i^{\prime}}^{\left(k^{\prime}\right)}\right]_{+}=2 \delta_{i i^{\prime}} \delta_{k k^{\prime}} \tag{5}
\end{equation*}
$$

It is well known ${ }^{2}$ that $Z^{\prime}$ contains only those terms which contain even powers of each of the matrices $\sigma_{i}^{(k)}$, and hence, can be regarded as the generating function of closed polygons drawn on the lattice using the bonds as sides and the lattice points as
vertices, so long as all the terms appear with an explicit positive sign. This requirement may be incompatible with the relations (5), and so it is with this question that this paper is concerned. $Z^{\prime}$, if it can be evaluated, will then be proportional to $Z$ because of the identity of the combinatorial problems which they pose. The use of Pfaffian methods to evaluate $Z^{\prime}$ has been discussed elsewhere ${ }^{3}$, and will not be described here, except to remark that the introduction of anticommutation relations is essential and they cannot be replaced by commutation relations.

We now show how (3) and (4) can be reduced to expressions which have a very similar form so that any differences can be readily interpreted. First of all we can write (4) as

$$
\begin{align*}
Z^{\prime}= & \operatorname{Tr} \prod_{i=1}^{N}\left[\prod_{k=2}^{n}\left(1+\sigma_{i-k}^{(k)} \sigma_{i-1}^{(1)}\right)\right. \\
& \left.\times \prod_{i=1}^{n}\left(1+x_{i} \sigma_{i}^{(h)} \sigma_{i-1}^{(1)}\right)\right] \tag{6}
\end{align*}
$$

for if the products over $k$ and $l$, for fixed $j$, are multiplied out, and the property $\sigma^{2}=1$ used, then Eq. (4) is regained. The order of terms in the products over $k$ and $l$ must be opposite to that in which they occur in Eq. (4). This requirement follows from the relations (5). The structure of Eq. (4), and hence of Eq. (6), is such that pairs of bonds are not correlated so that any bond can appear with any other bond. This agrees with the assumptions made about the energy $E\left(s_{1}, \cdots, s_{N}\right)$ in Eq. (1). It is necessary for definiteness to choose a standard ordering of the anticommuting quantities, although, as will be shown later, the question of the equivalence of the two methods will be independent of this ordering. The order chosen is such that in Eq. (6) the product is written from right to left in order of decreasing $l$ and then in order of decreasing $k$ for fixed $j$, and finally from right to left for increasing $j$.

The factors ( $1+\sigma_{i-k}^{(k)} \sigma_{i-1}^{(1)}$ ) are equivalent to $\delta$-symbols, being of 0 if $\sigma_{i-k}^{(k)} \neq \sigma_{i-1}^{(1)}$, and having the value 2 if they are identical. The argument is the same as that used in I. This means that $\sigma_{i}^{(k)}$ can be replaced by $\sigma_{i+k-1}^{(1)}$ in Eq. (6), and we denote this matrix by $\sigma_{i+k}$. In this reduction the order adopted above is essential. Now Eq. (6) can be replaced by

$$
\begin{equation*}
Z^{\prime}=\operatorname{Tr} \prod_{i=1}^{N}\left[\prod_{k=1}^{n}\left(1+x_{k} \sigma_{i+k} \sigma_{j}\right)\right] \tag{7}
\end{equation*}
$$

with the product in standard order, and constant multiplying factors being dropped. The Oguchi trans-
formation applied to Eq. (3) produces exactly the same expression for $Z$ except that now all the matrices are the commuting quantities $s_{i}$.

The next step in the Onsager method is to replace Eq. (7) by an expression involving only $2^{n} \times 2^{n}$ matrices rather than those of dimension $2^{n N} \times 2^{n N}$. This step is effected by introducing the partial density matrices of Schultz, Mattis, and Lieb ${ }^{\text {b }}$, following the approach used in I. We define

$$
\begin{aligned}
& P_{M}\left(\sigma_{M F+1}, \cdots, \sigma_{N}\right) \\
& \quad=\operatorname{tr}_{\sigma_{1}} \cdots \operatorname{tr}_{\sigma_{K}} \prod_{i=1}^{M}\left[\prod_{k=1}^{n}\left(1+x_{k} \sigma_{j+k} \sigma_{k}\right)\right] \\
& P_{0}=1,
\end{aligned}
$$

so that

$$
\begin{align*}
& P_{M t+1}\left(\sigma_{M I+2}, \cdots, \sigma_{N}\right) \\
& \quad=\operatorname{tr}_{\sigma_{X+2}} \prod_{k=1}^{n}\left(1+x_{k} \sigma_{M t+k+1} \sigma_{M+1}\right) P_{M} . \tag{9}
\end{align*}
$$

By the same argument as used in I, only $n \sigma$ matrices can appear in any $P_{M}$ so that it is sufficient to use a $2^{n} \times 2^{n}$ representation. This means that if $M=r n+m$ with $1 \leq m \leq n$ and $0 \leq$ $r<p=[N / n]$, we may denote the matrices $\sigma_{M+1}$, $\cdots, \sigma_{M+n+1}$ by $\sigma_{m+1}^{\prime}, \cdots, \sigma_{n}^{\prime}, \sigma_{1}, \cdots, \sigma_{m-1}, \sigma_{m}$, $\sigma_{m+1}$ and adopt the representation
$\sigma_{i}=\tau \times \tau \times \cdots \times \tau \times \sigma \times \delta \times \cdots \times \delta$
( n terms)
with

$$
\sigma=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \tau=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right], \quad \delta=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],
$$

and $\sigma$ appears in the $j$ th place.
We may write $P_{A+1}$ as

$$
\begin{align*}
& P_{M+1}=\operatorname{tr}_{\sigma^{\prime} m+1} \prod_{k=m+2}^{n}\left(1+x_{k-m-1} \sigma_{k}^{\prime} \sigma_{m+1}^{\prime}\right) \\
& \times \prod_{l=1}^{m+1}\left(1+x_{n+l-m-1} \sigma_{l} \sigma_{m+1}^{\prime}\right)\left(A_{M}+B_{M} \sigma_{m+1}^{\prime}\right), \tag{11}
\end{align*}
$$

with the products written from right to left in order of decreasing index. The expressions $A_{M}$ and $B_{M}$ contains products of the matrices $\sigma_{m+2}^{\prime}, \cdots, \sigma_{m}$ of even and odd order, respectively. On taking the trace over $\sigma_{m+1}^{\prime}$ and introducing the number operator $\mathrm{N}_{m+1}$ which counts the number of times

[^78]$\sigma_{m+1}$ appears in $P_{M}, P_{M+1}$ can be written as
\[

$$
\begin{align*}
P_{M_{+1}}|0\rangle & =\left[\left(1-\mathrm{N}_{m}\right)+x_{n} \mathrm{~N}_{m}\right] \\
& \times \prod_{k=1}^{m+1}\left(1+i x_{m+k-m-1} \sigma_{k} \rho_{m+1}\right) \\
& \times \prod_{i=m+2}^{n}\left(1+i x_{i-m-1} \sigma_{l}^{\prime} \rho_{m+1}\right) P_{M}|0\rangle \tag{12}
\end{align*}
$$
\]

where

$$
\rho_{i}=\tau \times \tau \times \cdots \times \tau \times \rho \times \delta \times \cdots \times \delta
$$

with

$$
\rho=\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right)
$$

in the $j$ th place, and $|0\rangle$ is the vacuum state corresponding to all the spins being directed upwards, and satisfying

$$
N_{i}|0\rangle=0
$$

with

$$
\begin{equation*}
N_{i}=\frac{1}{2}\left(1+i \sigma_{i} \rho_{i}\right)=\frac{1}{2}\left(1-\tau_{j}\right) . \tag{13}
\end{equation*}
$$

In Eq. (12) the factors are now written in the same order in which they appear in Eq. (4). Finally using the same arguments as in I, we have

$$
\begin{equation*}
Z^{\prime}=\langle 0| V^{p}|0\rangle \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& V=\prod_{m=1}^{n}\left[e ^ { - i K _ { n } * \sigma _ { m } \rho _ { m } } \left(\prod_{k=n-m+1}^{n-1} e^{i K_{k} \sigma_{k-n}+m \rho_{m}}\right.\right. \\
&\left.\left.\times \prod_{l=1}^{n-m} e^{i K_{l}, \sigma_{m+l} \rho_{m}}\right)\right] \tag{15}
\end{align*}
$$

where $K_{l}=J_{l} / k T$ and $\tanh K^{*}=e^{-2 k}$. (We ignore edge conditions and so suppose that $p$ is an integer.) The corresponding expression obtained using the Onsager approach on (3) differs from Eq. (15) in that the product $i \sigma_{l} \rho_{m}$ is replaced by $s_{l} s_{m}$. A suitable definition of $s_{l}$ is
$s_{l}=\delta \times \delta \times \cdots \times \delta \times \sigma \times \delta \times \cdots \times \delta$,
so that

$$
\begin{align*}
s_{l} s_{m} & =i \sigma_{l} \tau_{l-1} \cdots \tau_{m+1} \rho_{m}, \quad \text { for } \quad l>m  \tag{17}\\
& =i \sigma_{m} \tau_{m-1} \cdots \tau_{l+1} \rho_{l}, \quad \text { for } \quad l<m
\end{align*}
$$

This means that in the Onsager method the exponents are of higher order than the second if longrange bonds are present, i.e., if $|m-l|>1$. Such a case is called nonlinear, if, in the spirit of I we call a quadratic exponent a "linear" term. However, the presence of long-range bonds is not a sufficient
condition for nonlinearity because the expression (14) can be equal to (3) even when nonlinear exponents occur. This is because the $\tau$-matrices have eigenvalues $\pm 1$ only, so that if Eq. (15) is expanded in powers of $x_{i}$ the presence of additional $\tau$-factors can only mean that some terms appear with a changed sign. But the difficulty with the Pfaffian method is just that the sign of certain terms is incorrect, and this suggests that the function of the $\tau$-matrices is to compensate these incorrect signs. In the next section, the conditions under which no $\tau$-factors are required, or equivalently, when they cancel each other, will be derived.

## 3. TOPOLOGICAL BASIS FOR THE EQUIVALENCE OF THE TWO METHODS

In order to compare the two expressions, we will consider a general point of the lattice whose label is $r n+m$ and consider the contribution to Eq. (14) which comes from all factors between $m+m$ and $(r+1) n+m$. These factors are

$$
\begin{align*}
\prod_{i=1}^{m}\left\{\left[\left(1-N_{s}\right)\right.\right. & \left.+x_{n} N_{s}\right] \prod_{k=1}^{s}\left(1+i x_{n+k-s} \sigma_{k} \rho_{s}\right) \\
& \left.\times \prod_{i=s+1}^{n}\left(1+i x_{i-s} \sigma_{l} \rho_{s}\right)\right\} \\
& \times \prod_{a^{\prime}=m+1}^{n}\left\{\left[\left(1-N_{s^{\prime}}\right)+x_{n} N_{s^{\prime}}\right]\right. \\
& \times \prod_{k^{\prime}=1}^{s^{\prime}}\left(1+i x_{\left.n+k^{\prime}-s^{\prime}, \sigma_{k^{\prime}} \cdot \rho_{s}\right)}\right) \\
& \left.\times \prod_{i^{\prime}=s^{\prime}+1}^{n}\left(1+i x_{l^{\prime}, s^{\prime}} \sigma_{l}, \rho_{s^{\prime}}\right)\right\} \tag{18}
\end{align*}
$$

When Eq. (14) is expanded in powers of the $x$ 's and the vacuum expectation value taken, the only terms which survive are those which contain products of $\sigma_{m}^{2}, \rho_{m}^{2}$, and $i \rho_{m} \sigma_{m}$ for each $m$, and such products can then be replaced by 1 . Therefore, the evaluation of Eq. (14) is completed when all the matrices have been paired in this way. Because of the anticommutation relations (5), a change of sign will occur whenever two matrices are interchanged. With each matrix factor $\sigma_{m}$ coming from a lattice point $m+s$, say, one may associate a bond emanating from this point, and because no bonds can be longer than $n$, it must terminate at the lattice point $(r+1) n+m$ ) if $s>m$, or $m+m$ if $s<m$. Hence, for each $\sigma_{m}$ appearing in the expansion of (18) there will be a corresponding $i \rho_{m}$ in the factor $s=m$ of (18). This matrix $i \rho_{m}$ appears either with a matrix $\sigma_{l}$ in a term

$$
\left(1+i x \sigma_{l} \rho_{m}\right)
$$

in which case it represents a bond joining $(r+1) n+m$ to $(r+1) n+1$, or it appears with the matrix $\sigma_{m}$ in the term

$$
\left(1-N_{m}\right)+x_{n} N_{m},
$$

when it represents a bond joining $(r+1) n+m$ to $(r+2) n+m$.

So if we write Eq. (18) in the form

$$
\begin{equation*}
\left[\left(1-\mathbf{N}_{m}\right)+x_{n} \mathbf{N}_{m}\right]\left(e+i o \rho_{m}\right)\left(e^{\prime}+\sigma_{m} 0^{\prime}\right) \tag{19}
\end{equation*}
$$

where $e, e^{\prime}$ represent terms with an even number of matrix factors, and $o, o^{\prime}$ terms with an odd number of matrix factors, the various terms can be interpreted graphically. The term $e^{\prime}$ can be regarded as corresponding to an even number of bonds terminating at $(r+1) n+m$ together with an even number of bonds which terminate elsewhere, and $o^{\prime}$ as an odd number terminating at $(r+1) n+m$ together with an odd number terminating elsewhere. As this whole expression must act on the vacuum state the only terms which survive in (19) are those contained in the expression

$$
\left(e e^{\prime}+o o^{\prime}\right)+x_{n} \sigma_{m}\left(o e^{\prime}+e o^{\prime}\right),
$$

and then these four terms are also readily interpreted: (1) $e e^{\prime}$ represents an even number of bonds going into $(r+1) n+m$ and an even number going out; (2) $0 o^{\prime}$ an odd number going in and out; (3) $x_{n} \sigma_{m} o e^{\prime}$ an even number going in and an odd number going out, including one from $(r+1) n+m$ to $(r+2) n+m$, and $x_{n} \sigma_{m} e o^{\prime}$ is similar.

So we can see how the expansion reproduces the bond connections, as of course it must. This classification of the bond connections given by the expansion of (14) can be represented as a linear graph of the type already used in $G$ and which is depicted in Fig. 1. On a straight line we place $N$ clusters of points with each cluster containing an even number of points, at most $2 n$ in number. From each point in the cluster emanates a bond to terminate at a point of another cluster, and the points in the cluster are ordered in the same way as the factors in (4). This means that a bond connecting $r n+m$ with $(r+1) n+m$ must start from the left-hand point of cluster $r n+m$, and so on. The virtue of this diagram is that the number of points of intersection of these lines gives the number of sign changes resulting from interchanges of the anticommuting quantities $\sigma$ and $\rho$. The proof of this fact is not difficult and has already been given in $G$. Now, as it is evident that the expansion of the Onsager form will produce no changes of sign because only commuting quantities appear,


Fig. 1. A linear graph.
the two methods are equivalent if the total parity of this graph is even, i.e., if the number of crossing points is even. The number of crossing points can be altered by interchanging points within a cluster, and such interchanges are equivalent to interchanges of factors in Eq. (6). The consequent change in the parity of the number of crossing points corresponds exactly to the changes of sign arising from an interchange of anticommuting quantities. The original graph is a nonplanar graph if the number of crossing points is nonzero, but it may be possible by suitable interchanges to remove all the crossing points so that the graph is now planar. In that case the new expression $Z^{\prime \prime}$ obtained from $Z^{\prime}$ by this reordering will no Ionger contain any explicit negative signs, and so will be identical with $Z$, i.e., the Pfaffian method is applicable if $Z^{\prime \prime}$ is used instead of $Z^{\prime}$. Such interchanges of points within a cluster can be regarded as a topological distortion of the original linear graph. If we coalesce together all the points of the cluster belonging to a single lattice point, we can order the bonds according to the angle, reckoned in a clockwise direction, that they leave the lattice point, and the parity of the graph is the same as that of the original linear graph. Any deformation of a bond which does not change the order of its end points will not change the parity of the graph, and any deformation whatsoever can be built up from deformations of the bonds and interchanges of order within a cluster. Because the connections of this linear graph are the same as that of the original lattice, this graph is clearly a topological deformation of the original lattice graph. So, if after suitable changes of points within a cluster no further changes in crossing number are introduced on transforming back to the original lattice, it is possible to argue directly from the nature of the bonds on the lattice to the applicability of the Pfaffian method. For if the graphs on the lattice are all planar graphs, there exists an ordering of points within each cluster so that the Pfaffian method works. An explicit determination of the appropriate order and a direct proof of the absence of negative signs was given in $G$.

As every graph, whether planar or nonplanar, can be represented as a graph in three dimensions without crossing points, it is always possible to remove crossing points by a three-dimensional deformation, and conversely, three-dimensional graphs


Frg. 2. Basic nonplanar graphs.
on a lattice correspond when transformed back to a linear graph to graphs with crossing points. Thus it is linear graphs which are such that they cannot be transformed to planar graphs which correspond to Ising models for which the Onsager method becomes nonlinear and for which the Pfaffian method introduces irremovable negative signs. This result goes beyond the statements made in $G$ and by Dychne and Rumer ${ }^{7}$ where it was stated that a uniform reordering of points in a cluster (i.e. the same reordering for every lattice point) would not help the Pfaffian method. Here it is demonstrated that even a nonuniform change will not do.

The necessary and sufficient condition for a graph to be nonplanar is simply expressed by a theorem of Kuratowski ${ }^{8}$ which states that the presence, as a subgraph, of either of the two graphs depicted in Fig. 2 (or of a subgraph which is homeomorphic to either of them) is all that is required. It is evident, as shown in Fig. 3, that both the next-nearestneighbor problem for a plane rectangular lattice


Fra. 3. Subgraph of type Fig. 2(a) for (a) next-nearest-neighbor problem, (b) cubic lattice.

[^79]and the nearest neighbour problem for a cubic lattice contain a subgraph homeomorphic to subgraph 2(a), and therefore, cannot be solved. However, this not quite what is required for the nonequivalence of the two methods. It is not sufficient that the graph be nonplanar but rather that there always exists a subgraph with an odd number of crossing points no matter how the original graph is distorted. A short proof that the two graphs of Fig. 2 always contains at least one closed polygonal subgraph with an odd number of crossing points is given in the Appendix. This means that although, for example, Fig. 2(a) cannot be an Ising model graph because its vertices have an odd number of lines incident upon them, it always contains proper Ising model graphs as subgraphs for which the sign will be incorrect.

It is interesting to see how the Onsager method enables the incorrect signs to be compensated exactly. As mentioned earlier, the factor $s_{l} s_{n}$ differs from $i \sigma_{l} \rho_{m}$ by the addition of $\tau$-factors, and for $l>m$ there is one for each lattice point between $m+m$ and $r n+l$. Now because

$$
\begin{equation*}
\tau_{i}|0\rangle=|0\rangle, \quad \tau_{i} \sigma_{i}|0\rangle=-\sigma_{i}|0\rangle \tag{20}
\end{equation*}
$$

a $\tau$-matrix in a factor associated with a particular lattice point counts the number of bonds of the $j$ th type emanating from lattice points with lower index than the given lattice point. As every bond with index lying between $m$ and $l$ must terminate between $m$ and $l$ it must therefore cross the bond joining $n$ and $l$. Hence the change in sign which this entails in the Pfaffian method is just compensated by the additional $\tau$-factor. For $l<m$ the argument is slightly different. We can write

$$
\begin{align*}
s_{l} s_{m}=-i \rho_{l} \tau_{l+1} & \cdots \tau_{m-1} \sigma_{m} \\
& =-i \rho_{l} \tau_{l+1} \cdots \tau_{m-1} \sigma_{m} U \tag{21}
\end{align*}
$$

where

$$
U=\tau_{1} \tau_{2} \cdots \tau_{n}
$$

The addition of the factor $U$ to this expression makes no difference because the $U$-matrix counts the total number of bonds emanating to the right of the factor $s_{l} s_{m}$ and this must be even.

But

$$
\begin{align*}
-i \rho_{l} \tau_{l+1} & \cdots \tau_{m-1} \sigma_{m} U \\
& =-i \sigma_{l} \tau_{l-1} \cdots \tau_{1} \tau_{n} \cdots \tau_{m+1} \sigma_{m} \tag{22}
\end{align*}
$$

so that once again the Onsager expression counts the number of bonds terminating between $l$ and $m$, although in this case the bond joining $m$ to $l$ is
weighted with a negative sign. For $l=m$, a similar situation arises, for we can write

$$
\begin{align*}
(1 & \left.-\mathbf{N}_{m}\right)+x_{n} \mathbf{N}_{m} \\
& =\left(1-\mathbf{N}_{m}\right)+x_{n} \mathbf{N}_{m} U \\
& =\left(1-\mathbf{N}_{m}\right)-x_{n} \mathbf{N}_{m} \tau_{1} \cdots \tau_{m-1} \tau_{m+1} \cdots \tau_{n}, \tag{23}
\end{align*}
$$

because

$$
\tau_{m} \mathbf{N}_{m}=-\mathbf{N}_{m}
$$

Equation (23) means that a factor counting the number of bonds terminating between $r n+m$ and $(r+1) n+m$ can be introduced to compensate for the crossing points, but the bond again has negative weight. But the combined effect of (22) and (23) is to compensate each other because all such bonds cross the lattice point with label $(r+1) n$, and there must be an even number of such bonds. Hence, the minus signs cancel.

## 4. CONCLUSION

So we see how the nonlinearities introduced serve to correct the errors arising in the Pfaffian method from the topological structure of the model. These nonlinearities are sufficient but not always necessary. In $G$ it was shown how a particular choice of ordering within a cluster can always be found such that any planar graph (even if it contains longrange bonds) can be solved by the Pfaffian method. Such problems are therefore nonessentially nonlinear, whereas those corresponding to nonplanar graphs are essentially nonlinear and require a more sophisticated approach.

As Kasteleyn ${ }^{2}$ mentioned, for graphs of genus $g>0$, the Pfaffian method can be employed, but $4^{0}$ Pfaffians are required. The insoluble problems are those with $g=\infty$. So from this point of view an essentially nonlinear problem may still be soluble in terms of a sum of linear problems, but when this sum is infinite the result is of little use. It would be interesting to investigate whether a further classification of nonplanar graphs for $g=\infty$ can be made which also characterizes the algebraic structure. Intuitively the next-nearest-neighbor problem on a rectangular lattice should be much simpler than, for example, the cubic lattice but the difference has not yet been explicitly expressed.

It appears from this discussion that the question of whether graphs form knots in three dimensions
is not relevant, for the condition of bonds crossing above or below each other does not enter very naturally. This speculation does not accord with remarks made by other authors. ${ }^{4}$
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## APPENDIX

In the graphs of Figs. 2(a) and 2(b), there are, respectively, six and twelve closed polygonal subgraphs, each of which includes every vertex. The problem is to show that no matter how the original graph is distorted in the plane, at least one of these polygonal graphs from each set has an odd number of crossing points. This is not completely trivial because the parent graph may have an even total number of crossing points.

If we have a closed polygonal graph, and continuously deform one line, keeping its end points fixed, the parity of the total number of crossing points cannot change unless a crossing point passes through one of these end points. This means that the two lines meeting at a vertex must change from noncrossing to crossing, or vice versa. This follows from a theorem of Whitney's.'

In the case of Fig. 2(a), there are five polygonal graphs of odd parity and one of even parity and every pair of lines meeting at a vertex appears in two polygonal graphs. If any such pair is made to intersect itself, the parity of the graphs containing these lines is changed. Consequently, the number of graphs of odd parity can only change by an even number. Hence, the number of graphs of odd parity can never be made zero.
In the case of Fig. 2(b), every pair of lines meeting at a vertex is also contained in two polygonal graphs, but this time the two graphs are of opposite parity. Hence, as the parity of each one is changed by making these lines cross, there will always be at least one graph of odd parity.
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#### Abstract

The asymptotic form of the phase shift is derived for strongly singular potentials for large complex $\lambda,|\arg \lambda|<\frac{1}{3} \pi$, and real $k$. This result is valid also for usual (regular) potentials. It is shown also that the $S$-matrix for strongly singular potentials must have an infinite number of poles in $\lambda$-plane accumulating asymptotically in a narrow region along the imaginary axis in the first and third quadrants.


## 1. INTRODUCTION

THE theory of scattering on strongly singular potentials has been investigated in some generality in references. ${ }^{1,2}$ The main results of these works solved the problem of analyticity of the $S$-matrix.

In this paper we intend to investigate the exact asymptotic behavior of the phase shift $\delta(\lambda, k)$ for large complex $\lambda$, arg $\lambda$ fixed, and positive $k$ for strongly singular potentials. By a strongly singular potential we understand a potential repulsive at the origin and more singular there than the centrifugal term. The method used in solving this problem is in some respect, i.e., in the problem of uniform convergence of the Jost solutions for large $\lambda$ as shown in Sec. 2, close to the application of the WKB. method to the similar problem for usual potentials. ${ }^{3}$ Of course, the problem is here more involved because of the strong singularity of the potential. Unfortunately, as is evident already in Ref. 3, it seems impossible to obtain the asymptotic form of $\delta(\lambda, k)$ using only these results. In order to solve this problem, we shall introduce a formula for the phase shift in terms of the Jost solutions, which will enable us to find out the asymptotic form of $\delta(\lambda, k)$ from the asymptotic form of the Jost solutions. The final result is given by (3.8). Of course, our method is valid also for usual potentials. In this case (3.8) is just the asymptotic form of the first Born approximation.

The only solutions of the Schrödinger equation which we shall be using are the Jost solutions $f(\lambda, \pm k, z) \equiv f_{ \pm}(z)$ defined by

[^81]\[

$$
\begin{align*}
\frac{d^{2}}{d z^{2}} f_{ \pm}(z) & =\left[V(z)+\frac{\lambda^{2}-\frac{1}{4}}{z^{2}}-k^{2}\right] f_{*}(z),  \tag{1.1}\\
f_{ \pm}(z) & \sim \exp (\mp i k z)
\end{align*}
$$
\]

For $V(z) \equiv 0$, the corresponding Jost solutions will be denoted by $f_{0}(\lambda, \pm k, z) \equiv f_{0 \pm}(z)$. In (1.1) $k$ is positive and $\lambda=|\lambda| \exp (i \omega), 0 \leq \omega<\frac{1}{2} \pi$. The potential $V(z)$ is assumed to be a regular analytic function in the half-plane $\operatorname{Re} z>0$, real on the positive real axis, satisfying at the origin the conditions

$$
\begin{gather*}
V(x)>0, \quad 0 \leq x \leq x_{0}  \tag{1.2}\\
\int_{0}^{x_{0}} \frac{1}{[V(x)]^{\frac{1}{3}}} \frac{1}{x^{2}} d x, \quad \int_{0}^{x_{0}} \frac{1}{[V(x)]^{\frac{1}{2}}}\left(\frac{V^{\prime}(x)}{V(x)}\right)^{2} d x, \\
\int_{0}^{x_{0}} \frac{1}{[V(x)]^{\frac{1}{2}}} \frac{\left|V^{\prime \prime}(x)\right|}{V(x)} d x \quad \text { converge }, \tag{1.3}
\end{gather*}
$$

$$
\begin{equation*}
x^{2} V(x) \text { is monotonic for } 0 \leq x \leq x_{0} \tag{1.4}
\end{equation*}
$$

A few simple examples of such potentials are potentials increasing at the origin exponentially, like $x^{-\alpha}, \alpha>2$, or like $|\ln x|^{\alpha} / x^{2}, \alpha>2$. At infinity in the half-plane $\operatorname{Re} z>0$, we shall assume the asymptotic behavior

$$
\begin{align*}
V(z) & =V_{a s}(z)[1+u(z)] \\
u(z) & \sim u_{0} / z, \quad \operatorname{Re} z \rightarrow \infty \tag{1.5}
\end{align*}
$$

where

$$
\begin{equation*}
V_{a s}(z)=V_{0}\left(e^{-\mu s} / z^{\alpha+1}\right), \quad V_{0} \text { and } \alpha \text { real. } \tag{1.6}
\end{equation*}
$$

In order to derive a suitable formula for calculating the asymptotic form of the phase shift we start from the following expression ${ }^{2}$ :
$S(\lambda, k)$
$=\exp \left\{i \pi\left(\lambda-\frac{1}{2}\right)\right\} \frac{f_{+}(z)}{f_{-}(z)} \exp \left\{2 i k \int_{\mathcal{C}(0, v)} \frac{d \xi}{f_{+}(\xi) f_{-}(\xi)}\right\}$.

Here $z$ is an arbitrary point in the half-plane $\operatorname{Re} z>0$, and the path of integration from the origin to the point $z$, denoted by $C(0, z)$, is also arbitrary, provided that the integral exists. The same expression is valid for $V(z) \equiv 0$, with $S(\lambda, k)=1$ and the free Jost solutions $f_{0 \pm}(z)$. By dividing these two expressions we obtain the formula

$$
\begin{aligned}
& S(\lambda, k)=\frac{f_{+}(z) / f_{0+}(z)}{f_{-}(z) / f_{0-}(z)} \\
& \quad \times \exp \left\{2 i k \int_{c(0, z)}\left[\frac{1}{f_{+}(\xi) f_{-}(\xi)}-\frac{1}{f_{0+}(\xi) f_{0-}(\xi)}\right] d \xi .\right.
\end{aligned}
$$

The phase shift is then given by

$$
\begin{align*}
& \delta(\lambda, k)=\frac{1}{2 i} \ln \frac{f_{+}(z) / f_{0+}(z)}{f_{-}(z) / f_{0-}(z)} \\
& \quad+k \int_{c(0, z)}\left[\frac{1}{f_{+}(\xi) f_{-}(\xi)}-\frac{1}{f_{0+}(\xi) f_{0-}(\xi)}\right] d \xi . \tag{1.7}
\end{align*}
$$

This is the formula which we shall be using in Sec. 3.

## 2. ASYMPTOTIC BEHAVIOR OF THE JOST SOLUTIONS

The first step towards the proof of the asymptotic behavior of the Jost solutions (1.1) is to choose an auxiliary differential equation as the asymptotic substitute for the Schrödinger equation. It should contain those terms of the Schrödinger equation which are dominant for $\lambda \rightarrow \infty$ and for all $z$. Both solutions of this auxiliary equation must be known to us in an explicit form and be simple enough to allow simple estimates. The solutions of such equation will be used for constructing the Green's function and the corresponding integral equation for the Jost solutions. We expect that the Jost solutions will approach asymptotically a solution of the auxiliary equation, if it has been chosen properly.

The general type of the differential equation
$\frac{d^{2}}{d z^{2}} u(z)=\left[Q^{2}(z)+\frac{3}{4}\left(\frac{Q^{\prime}(z)}{Q(z)}\right)^{2}-\frac{1}{2} \frac{Q^{\prime \prime}(z)}{Q(z)}\right] u(z)$
has two linearly independent solutions

$$
\begin{equation*}
u(z)=\frac{1}{[Q(z)]^{\frac{1}{2}}} \exp \left\{\mp \int Q(\xi) d \xi\right\} . \tag{2.2}
\end{equation*}
$$

If we choose $Q^{2}(z)$ so that it incorporates the dominant terms of (1.1) and find out that the additional two terms in (2.1) are insignificant compared to $Q^{2}(z)$, then all the requirements are satisfied, and we can expect with confidence that the essentials of the asymptotic behavior of the solu-
tions (1.1) will be reproduced by the singular solution of (2.1).

Comparing (2.1) with (1.1) we see that it is natural to choose $Q^{2}(z)=V(z)+\lambda^{2} / z^{2}-k^{2}$. For considerations in the region $\mathrm{Re} z>x_{0}$, where the contribution of the potential is insignificant, it is simpler to take $Q^{2}(z)=\lambda^{2} / z^{2}-k^{2}$. We shall be using both types of auxiliary differential equations, the first choice being used near the origin and the second elsewhere. Let us discuss first the solutions for the simpler second choice. They are

$$
\begin{align*}
& x_{ \pm}(z)=\frac{1}{\binom{+}{i}\left[1-\left(\lambda^{2} / k^{2} z^{2}\right)\right]^{\frac{1}{2}}} \\
& \quad \times \exp \left\{\mp i k z+\int_{C \pm(z, \infty)}\left[\left(\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right)^{\frac{1}{2}} \mp i k\right] d \xi\right\}, \\
& \varphi_{ \pm}(z)=\frac{1}{\binom{+}{i}\left[1-\left(\lambda^{2} / k^{2} z^{2}\right)\right]^{\frac{1}{2}}} \\
& \quad \times \exp \left\{ \pm i k z-\int_{C \pm(z, \infty)}\left[\left(\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right)^{\frac{1}{2}} \mp i k\right] d \xi\right\} \tag{2.3}
\end{align*}
$$

The cut for the double-valued square root is taken as shown in Fig. 1.

The sheet chosen is the one on which $\operatorname{Re}\left[\left(\lambda^{2} / z^{2}\right)-\right.$ $\left.k^{2}\right]^{\frac{1}{2}}>0$ on the positive real axis. Then the square root tends to $\pm i k$ as $z$ tends to infinity along $C_{\star}$, respectively. For $\left(1-\lambda^{2} / k^{2} z^{2}\right)^{\frac{1}{2}}$ we chose the same cut and the sheet on which it tends to +1 and ( $-i$ ) as $z$ tends to infinity along $C_{ \pm}$, respectively. With these determinations of the roots we find that at the origin $\chi_{ \pm}(z) \approx C z^{-\lambda+\frac{1}{2}}$ and $\varphi_{ \pm}(z) \approx C z^{\lambda+\frac{1}{1}}$, while at infinity along $C_{ \pm}$we have the asymptotic behavior $\chi_{ \pm}(z) \sim \exp (\mp i k z)$ and $\varphi_{ \pm}(z) \sim \exp$ ( $\pm i k z$ ). These functions do not vanish in Re $z>0$.
With the known construction of the Green's func-
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tion, we easily find the integral equation for the Jost solutions valid outside the origin

$$
\begin{align*}
f_{ \pm}(z) & =\chi_{ \pm}(z) \pm \frac{1}{2 i k} \int_{C_{ \pm}(z, \infty)}\left[\chi_{ \pm}(z) \varphi_{ \pm}\left(z^{\prime}\right)\right. \\
& \left.-\chi_{ \pm}\left(z^{\prime}\right) \varphi_{ \pm}(z)\right]\left[V\left(z^{\prime}\right)+W\left(z^{\prime}\right)\right] f_{ \pm}\left(z^{\prime}\right) d z^{\prime} \tag{2.4}
\end{align*}
$$

where

$$
\begin{equation*}
W(z)=-\frac{\lambda^{2} k^{2}+\frac{1}{4} 4^{4} z^{2}}{\left(\lambda^{2}-k^{2} z^{2}\right)^{2}} \tag{2.5}
\end{equation*}
$$

Introducing now the new function

$$
\begin{equation*}
g_{ \pm}(z)=f_{ \pm}(z) / \chi_{ \pm}(z), \tag{2.6}
\end{equation*}
$$

we obtain the integral equation

$$
\begin{align*}
g_{ \pm}(z)=1+ & \int_{c_{ \pm(z, \infty)}} G_{ \pm}\left(z, z^{\prime}\right) \\
& \times\left[V\left(z^{\prime}\right)+W\left(z^{\prime}\right)\right] g_{ \pm}\left(z^{\prime}\right) d z^{\prime} \tag{2.7}
\end{align*}
$$

where

$$
\begin{align*}
& G_{ \pm}\left(z, z^{\prime}\right)=\frac{1}{2\left[\left(\lambda^{2} / z^{\prime 2}\right)-k^{2}\right]^{\frac{1}{2}}} \\
& \quad \times\left(1-\exp \left\{-2 \int_{C_{ \pm}\left(z, z^{\prime}\right)}\left(\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right)^{\frac{1}{2}} d \xi\right\}\right) . \tag{2.8}
\end{align*}
$$

The Eq. (2.7) is the basic one for the study of the asymptotic behavior of the Jost solutions in the region outside the origin. Specially, for $V(z) \equiv 0$, this equation is valid also at the origin, and its solutions will be denoted by $g_{0 \pm}(z)$.

In the neighbourhood of the origin we have to take the first choice of $Q^{2}(z)$, and instead of the auxiliary solutions (2.3) we have

$$
\begin{align*}
& \chi_{1 \pm}(z)=\frac{1}{\binom{+}{i}\left[1-\left(\lambda^{2} / k^{2} z^{2}\right)-\left(V(z) / k^{2}\right)\right]^{\frac{1}{2}}} \exp (\mp i k z \\
& \left.+\int_{C_{ \pm(z, \infty)}}\left\{\left[V(\xi)+\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right]^{\frac{1}{2}} \mp i k\right\} d \xi\right), \quad(2.9)  \tag{2.9}\\
& \varphi_{1 \pm}(z)=\frac{1}{\binom{+}{i}\left[1-\left(\lambda^{2} / k^{2} z^{2}\right)-\left(V(z) / k^{2}\right)\right]^{\frac{1}{2}}} \exp ( \pm i k z \\
& \left.-\int_{C_{ \pm(z, \infty)}}\left\{\left[V(\xi)+\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right]^{\frac{1}{2}} \mp i k\right\} d \xi\right) . \tag{2.9}
\end{align*}
$$

These solutions are defined only for $\operatorname{Re} z \geq 0$. The analytic structure of the square roots appearing in (2.9) is much more complicated. The new feature is that there are many more branch points. For large $\lambda$, the branch points will be located only in the small neighborhood $\epsilon(\lambda)$ of the previous branch
point $\lambda / k$, and in the narrow strip $0 \leq \operatorname{Re} z<\eta(\lambda)$. Both $\epsilon(\lambda)$ and $\eta(\lambda)$ tend to zero as $\lambda \rightarrow \infty$. Furthermore, it follows from the repulsive character of the potential in the interval $\left[0, x_{0}\right]$ that there will be no branch points in this interval. All cuts starting from the branch points in the neighborhood of $\lambda / k$ will be taken to go to infinity like in the previous case. The cuts from the branch points in the strip will be taken to go to infinity parallel to the imaginary axis and not intersecting the real axis. The choice of the sheet is the same as in the previous case, i.e., the real part of the square root should be positive on the positive real axis. This analysis shows that the path $C_{ \pm}$must approach the origin along the positive real axis.

We construct now the Green's function in terms of the functions (2.9) in the same way as before. After introducing the new function

$$
\begin{equation*}
g_{1 \pm}(z)=f_{ \pm}(z) / \chi_{1 \pm}(z) \tag{2.10}
\end{equation*}
$$

the integral equation reads as follows:

$$
\begin{align*}
& g_{1 \pm}(z) \\
& \quad=1+\int_{C_{ \pm\{z, \infty)}} G_{1 \pm}\left(z, z^{\prime}\right) W_{1}\left(z^{\prime}\right) g_{1 \pm}\left(z^{\prime}\right) d z^{\prime}, \tag{2.11}
\end{align*}
$$

where

$$
\begin{align*}
& G_{1 \pm}\left(z, z^{\prime}\right)=\frac{1}{2\left[V\left(z^{\prime}\right)+\left(\lambda^{2} / z^{\prime 2}\right)-k^{2}\right]^{\frac{1}{2}}} \\
& \times\left(1-\exp \left\{-2 \int_{C_{ \pm\left(z, z^{\prime}\right)}}\left[V(\xi)+\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right]^{\frac{1}{2}} d \xi\right\}\right) \tag{2.12}
\end{align*}
$$

and

$$
\begin{align*}
W_{1}(z)=-\frac{1}{4 z^{2}} & -\frac{5}{16}\left[\frac{V^{\prime}(z)-\left(2 \lambda^{2} / z^{3}\right)}{V(z)+\left(\lambda^{2} / z^{2}\right)-k^{2}}\right]^{2} \\
& +\frac{1}{4} \frac{V^{\prime \prime}(z)+\left(6 \lambda^{2} / z^{4}\right)}{V(z)+\left(\lambda^{2} / z^{2}\right)-k^{2}} . \tag{2.13}
\end{align*}
$$

The obtained integral equations (2.7) and (2.11) are of the type

$$
\begin{align*}
h(z)=\int_{C(z, \infty)} & H_{1}\left(z, z^{\prime}\right) d z^{\prime} \\
& +\int_{C(z, \infty)} H_{2}\left(z, z^{\prime}\right) h\left(z^{\prime}\right) d z^{\prime} \tag{2.14}
\end{align*}
$$

If the kernel $H_{i}\left(z, z^{\prime}\right)$ can be majorized by a function $K_{i}\left(z^{\prime}\right)$, uniformly with respect to $z$ on $C(\xi, \infty)$, and if $K_{i} \int\left(z^{\prime}\right)\left|d z^{\prime}\right|=C_{i}(\xi)<\infty$, then the Titchmarsh's lemma gives the following majorization for $h(z)$ :
$|h(z)|<C_{1}(\xi) \exp \left\{C_{2}(\xi)\right\}, \quad z \in C(\xi, \infty)$.

Before applying this theorem to our integral equations we have to choose the paths $C_{ \pm}(0, \infty)$. From (1.7) we see that we need the asymptotic behavior of both Jost solutions on the same path $C\left(0, z_{z}\right)$. Hence, we have to choose $C_{ \pm}\left(0, z_{q}\right)=C\left(0, z_{q}\right)$. In Sec. 3 the path $C\left(0, z_{q}\right)$ will be chosen so that it crosses the saddle point $z_{0}=(\lambda / k) u_{0}, 0<u_{0}<1$. Having in mind all the requirements imposed by now upon $C_{ \pm}(0, \infty)$, we choose them as shown in Fig. 2. They depend upon $\lambda$. The points $z_{1}$ and $z_{2}$ are independent upon $|\lambda|$, and they are specified in more detail in Appendix I. We are forced to introduce these points because of the previous condition that the path $C_{ \pm}(z, \infty)$ must approach the origin along the positive real axis.
In our case $h(z)=g(z)-1$. The uniform majorization of the kernels is done in Appendix I with the result that $C_{1}(\xi, \lambda)=C_{2}(\xi, \lambda)$ vanish for large $\lambda, 0 \leq \omega<\frac{1}{2} \pi$, at least like $C /|\lambda|^{\alpha}, \frac{1}{2} \leq \alpha \leq 1$. Hence, using this result in the formula (2.15) applied to our three integral equations, we find that the functions $g(z)$ have the following asymptotic behavior:

$$
\begin{array}{lr}
g_{ \pm}(z)=1+\rho_{ \pm}(z), & \left|\rho_{ \pm}(z)\right|<C /|\lambda|, \\
& z \in C_{ \pm}\left(z_{1}, \infty\right), \\
g_{0 \pm}(z)=1+\rho_{0 \pm}(z), & \left|\rho_{0 \pm}(z)\right|<C /|\lambda|, \\
& z \in C_{ \pm}(0, \infty),  \tag{2.16}\\
g_{1 \pm}(z)=1+\rho_{1 \pm}(z), & \left|\rho_{1 \pm}(z)\right|<C /|\lambda|^{\frac{1}{2}}, \\
& z \in C_{ \pm}(0, \infty) .
\end{array}
$$

This asymptotic convergence for large $\lambda, 0 \leq \omega<\frac{1}{2} \pi$, is uniform with respect to $z$ in the indicated domains. Hence, our expectations that the auxiliary functions will reproduce in some domain the essential features of the Jost functions for large $\lambda$ are fulfilled.

Apart from the asymptotic behavior of the functions $g(z)$, we shall need in Sec. 3 the majorization of the asymptotic behavior of the difference $g(z)-g_{0}(z)$ on $C_{ \pm}\left(z_{1}, \infty\right)$ and also its exact asymptotic behavior in the interval $z=(\lambda / k) u, a<u_{p} \leq u \leq u_{0}<1$. From the Eq. (2.7) we obtain the following integral equation for this difference

$$
\begin{align*}
& g_{ \pm}(z)-g_{0_{ \pm}}(z)=\int_{\left.C_{+(~}, \infty\right)} G_{ \pm}\left(z, z^{\prime}\right) V\left(z^{\prime}\right) g_{ \pm}\left(z^{\prime}\right) d z^{\prime} \\
& \quad+\int_{C_{+}(z, \infty)} G_{ \pm}\left(z, z^{\prime}\right) W\left(z^{\prime}\right)\left[g_{ \pm}\left(z^{\prime}\right)-g_{0 \pm}\left(z^{\prime}\right)\right] d z^{\prime} \tag{2.17}
\end{align*}
$$

This is an integral equation of the type (2.14), and we can apply the Titchmarsh's lemma (2.15).

The estimates of the Green's functions $G_{ \pm}\left(z, z^{\prime}\right)$
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and of the function $W\left(z^{\prime}\right)$ can be found in Appendix I. It is shown there that the Green's functions are bounded by a constant uniformly over $C_{ \pm}\left(z_{1}, \infty\right)$, and the integral $\int\left|W\left(z^{\prime}\right)\right|\left|d z^{\prime}\right|$ tends to zero for large $\lambda$. Hence, the result is

$$
\begin{align*}
& \left|g_{ \pm}(z)-g_{0 \pm}(z)\right| \\
& \quad<C_{1} \int_{C_{+}(z, \infty)}\left|V\left(z^{\prime}\right)\right|\left|d z^{\prime}\right|<C\left|V_{a s}(z)\right| \tag{2.18}
\end{align*}
$$

where $C$ does not depend on $\lambda$.
The second inequality follows from the analyticity and the asymptotic property (1.5) and (1.6) of the potential.

The evaluation of the exact asymptotic behavior of $g_{ \pm}(z)-g_{0 \pm}(z)$ in the region $z=(\lambda / k) u, 0<u<1$ is slightly more complicated. The leading term comes from the first integral on the right-hand side of Eq. (2.17). The detailed calculations are performed in Appendix II, and the result is

$$
\begin{align*}
& g_{ \pm}(z)-g_{0 \pm}(z)=\frac{V_{a \pi}(z)}{\mu\left\{\mu+2\left[\left(\lambda^{2} / z^{2}\right)-k^{2}\right]^{\frac{1}{3}}\right\}} \\
& \quad \times\left[1+\sigma_{ \pm}(z)\right], \quad z \in C\left(z_{p}, z_{q}\right), \tag{2.19}
\end{align*}
$$

where

$$
\left|\sigma_{\neq}(z)\right|<C /|\lambda| .
$$

This completes our investigation of the asymptotic behavior of the Jost solutions. The formulas which we shall need in Sec. 3 are (2.16), (2.18), and (2.19).
The results of this section could have been derived easily also for complex $k$. But since, however, the calculations of Sec. 3 are restricted to real positive $k$, we kept this restriction in this section also.

## 3. ASYMPTOTIC BEHAVIOR OF THE PHASE SHIFT

Now we turn to the problem of the phase shift. In the formula (1.7) we shall consider first the
integral from which we expect the main contribution if the path has been properly chosen:
$\mathfrak{J}=\mathfrak{J}\left(0, z_{2}\right)+\mathfrak{J}\left(z_{2}, z_{\imath}\right)$
$=k\left(\int_{C(0, z,)}+\int_{C\left(z_{1}, z_{8}\right)}\right)\left[\frac{1}{f_{+}(z) f_{-}(z)}-\frac{1}{f_{0+}(z) f_{0-}(z)}\right] d z$.
In terms of the functions $g(z)$, the integral $5\left(z_{2}, z_{\mathrm{q}}\right)$ can be written as

$$
\begin{aligned}
J\left(z_{2}, z_{q}\right)=k \int_{C\left(z_{2}, z_{0}\right)} & \frac{1}{\chi_{+}(z) \chi_{-}(z)} \\
& \times\left[\frac{1}{g_{+}(z) g_{-}(z)}-\frac{1}{g_{0+}(z) g_{0-}(z)}\right] d z
\end{aligned}
$$

The product $\chi_{+}(z) \chi_{-}(z)$ can be easily calculated from (2.3),
$\chi_{+}(z) \chi_{-}(z)$

$$
=\frac{1}{\left[\left(\lambda^{2} / k^{2} z^{2}\right)-1\right]^{4}} \exp \left\{2 \int_{z}^{\lambda / k}\left(\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right)^{\frac{1}{2}} d \xi\right\} .
$$

Inserting this expression into the integral we obtain

$$
\begin{align*}
& J\left(z_{2}, z_{q}\right)=\int_{C\left(z_{8, z}\right)}\left(\frac{\lambda^{2}}{z^{2}}-k^{2}\right)^{\frac{1}{2}} \\
& \quad \times \exp \left\{-2 \int_{z}^{\lambda / k}\left(\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right)^{\frac{1}{2}} d \xi\right\} G(z) d z, \tag{3.1}
\end{align*}
$$

where $G(z)$ is a function given by
$G(z)=\frac{\left[g_{0_{+}}(z)-g_{+}(z)\right] g_{0-}(z)+\left[g_{0_{0}}(z)-g_{-}(z)\right] g_{+}(z)}{g_{+}(z) g_{-}(z) g_{0^{+}}(z) g_{0-}(z)}$.
Let us first investigate the integral $J\left(z_{p}, z_{q}\right)$. In this interval we have the exact asymptotic behavior (2.19) of the difference $g_{ \pm}(z)-g_{0 \pm}(z)$. Inserting these expressions into (3.2) and using (2.16) for the functions $g(z)$, we can write down the asymptotic form of the function $G(z)$ :

$$
\begin{gather*}
G(z)=-\frac{V_{a s}(z)}{\mu\left\{\frac{1}{2} \mu+\left[\left(\lambda^{2} / z^{2}\right)-k^{2}\right]^{\frac{1}{3}}\right\}}[1+\gamma(z)], \\
|\gamma(z)|<\frac{C}{|\lambda|}, \quad z \in C\left(z_{p}, z_{q}\right) . \tag{3.3}
\end{gather*}
$$

After inserting this expression into (3.1), introducing (1.6) and the new variable $z=(\lambda / k) u$, the integral $J\left(z_{p}, z_{q}\right)$ reads as follows:

$$
\begin{align*}
& \Im\left(z_{p}, z_{\mathrm{q}}\right) \\
& = \\
& -\frac{k^{\alpha+1}}{\lambda^{\alpha}} \frac{V_{0}}{\mu} \int_{u_{p}}^{u_{0}} \frac{\left[\left(1 / u^{2}\right)-1\right]^{\frac{1}{2}}}{u^{\alpha+1}\left\{\frac{1}{2} \mu+k\left[\left(1 / u^{2}\right)-1\right]^{\frac{1}{2}}\right\}} \\
& \quad \times \exp \left\{-2 \lambda \int_{u}^{1}\left(\frac{1}{v^{2}}-1\right)^{\frac{1}{2}} d v-\lambda \frac{\mu}{k} u\right\}  \tag{3.4}\\
& \quad \times\left[1+\gamma\left(\frac{\lambda}{k} u\right)\right] d u
\end{align*}
$$

Denoting the exponent by

$$
h(u)=2 \int_{u}^{1}\left(\frac{1}{v^{2}}-1\right)^{\frac{1}{2}} d v+\frac{\mu}{k} u
$$

we see that the equation

$$
0=h^{\prime}(u)=-2\left[\left(1 / u^{2}\right)-1\right]^{\frac{1}{1}}+\mu / k
$$

has a positive solution

$$
u_{0}=1 /\left[1+\left(\mu^{2} / 4 k^{2}\right)\right]^{\frac{1}{2}} .
$$

Since $h^{\prime \prime}\left(u_{0}\right)>0$, we have a saddle point at $u=u_{0}$. This is the point $z_{0}=(\lambda / k) u_{0}$ indicated in Fig. 2. We have chosen the path of integration so that it passes through this point up to the point $z_{q}=$ $(\lambda / k) u_{q}, u_{0}<u_{q}<1$. We can use now the known asymptotic expansion which follows from the saddle point method. The reader can find it for real $\lambda$ in Ref. 4 and see immediately for himself that it is valid also for complex $\lambda$ with $\operatorname{Re} \lambda>0$. In this way we find

$$
\begin{align*}
& \int_{u_{p}}^{u_{q}} \frac{\left[\left(1 / u^{2}\right)-1\right]^{\frac{1}{2}}}{u^{\alpha+1}\left\{(\mu / 2)+k\left[\left(1 / u^{2}\right)-1\right]^{\frac{1}{4}}\right\}} e^{-\lambda h(u)} d u \\
& =\frac{1}{2 k}\left(\frac{\pi}{2 \lambda}\right)^{\frac{1}{2}}\left(\frac{\mu}{k}\right)^{\frac{1}{2}}\left(1+\frac{\mu^{2}}{4 k^{2}}\right)^{\frac{1}{\alpha-1}} e^{-\lambda k\left(u_{0}\right)}\left[1+O\left(\frac{1}{\lambda}\right)\right] . \tag{3.5}
\end{align*}
$$

The error represented by the second integral over $\gamma(z)$ in (3.4) can be estimated absolutely. In this integral $\gamma(z)$ and $\lambda$ are complex and $h(u)$ as well as the ratio in front of the exponential function are positive functions. Hence, the absolute value of the integral is smaller than the product of the majorization of $\gamma(z)$ given in (3.3) and the integral (3.5) in which $\lambda$ is substituted by Re $\lambda$. Since this last integral is of the same order as (3.5), we conclude that the contribution of the integral with $\gamma(z)$ is of the order $O(1 / \lambda)$ compared to the leading term (3.5). So the final result is

$$
\begin{align*}
& J\left(z_{p}, z_{q}\right)=-\frac{V_{0}}{2 k}\left(\frac{\pi}{2 \lambda}\right)^{\frac{1}{2}} \frac{1}{[\sinh \rho(\mu)]^{\frac{1}{2}}} \\
& \quad \times\left[\frac{\kappa^{2}}{\mu \lambda} \sinh \rho(\mu)\right]^{\alpha} e^{-\lambda_{p}(\mu)}\left[1+O\left(\frac{1}{\lambda}\right)\right] \tag{3.6}
\end{align*}
$$

where $\rho(\mu)=h\left(u_{0}\right)$ is given by

$$
\begin{equation*}
\rho(\mu)=\cosh ^{-1}\left[1+\left(\mu^{2} / 2 k^{2}\right)\right] . \tag{3.7}
\end{equation*}
$$

Next, we have to estimate the integrals $\Im\left(0, z_{2}\right)$ and $J\left(z_{2}, z_{p}\right)$. Let us begin with the first integral $J\left(0, z_{2}\right)$. The functions $f_{0 \pm}(z)$ behave like the func-

[^82]tions $\chi_{ \pm}(z)$ for large $\lambda$ uniformly with respect to $z \in C\left(0, z_{2}\right)$. By inspecting these functions defined by (2.3) one can easily check that the uniform behavior of their product is $(2 / e)(2 \lambda / k z e)^{2 \lambda-1}$. Hence, that part of the integral $5\left(0, z_{2}\right)$ which contains the function $1 / f_{0^{+}}(z) f_{0-}(z)$ can be estimated by const. $\exp (-\alpha|\lambda| \ln |\lambda|)$ which vanishes faster than the exponential function of $|\lambda|$. That part of the integral $J\left(0, z_{2}\right)$ which contains the function $1 / f_{+}(z) f_{-}(z)$ can be estimated by the same constant depending on $\lambda$, but the estimation is more complicated.

We can transform the function $1 / f_{+}(z) f_{-}(z)$ in the following way:

$$
\begin{aligned}
\frac{1}{f_{+}(z) f_{-}(z)} & =\frac{1}{f_{0+}\left(z_{2}\right) f_{0-}\left(z_{2}\right)} \frac{f_{0+}\left(z_{2}\right) f_{0-}\left(z_{2}\right)}{f_{+}(z) f_{-}(z)} \\
= & \frac{1}{f_{0+}\left(z_{2}\right) f_{0-}\left(z_{2}\right)}\left[\frac{1-\left(\lambda^{2} / k^{2} z^{2}\right)-V(z) / k^{2}}{1-\left(\lambda^{2} / k^{2} z^{2}\right)}\right]^{\frac{1}{2}} \\
& \times \exp \left\{-2 \int_{C(z, z)}\left[V(\xi)+\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right]^{\frac{1}{2}} d \xi\right\} \\
& \quad \times \frac{g_{0+}\left(z_{2}\right) g_{0-}\left(z_{2}\right)}{g_{1+}(z) g_{1-}(z)}\left[1+o\left(\frac{1}{\lambda}\right)\right] .
\end{aligned}
$$

Using formulas (2.16), Appendix III, and the estimate of the function $1 / f_{0+}(z) f_{0-}(z)$, we are able to obtain the simple inequality

$$
\begin{aligned}
\left|\frac{1}{f_{+}(z) f_{-}(z)}\right|< & C_{1} \exp [-\alpha|\lambda| \ln |\lambda|][|V(z)|]^{\frac{1}{2}} \\
& \times \exp \left\{-p \theta\left(z-z_{1}\right) \int_{C\left(z, z_{1}\right)}[V(x)]^{\frac{1}{2}} d x\right\} \\
< & C_{2} \exp [-\alpha|\lambda| \ln |\lambda|] .
\end{aligned}
$$

Hence, that part of the integral $5\left(0, z_{2}\right)$ which contains the function $1 / f_{+}(z) f_{-}(z)$ under the integral sign, can be estimated by the same constant: const $\cdot \exp (-\alpha|\lambda| \ln |\lambda|)$, which was our assertion.

Let us look at the integral $J\left(z_{2}, z_{p}\right)$. Its estimate can be made in a simple way using the same transformation as in the case of the consideration of the integral $\Im\left(z_{p}, z_{q}\right)$. We shall use asymptotic forms (2.16), uniform estimate (2.18), and the notation will be as in the formula (3.5). Combining these together one obtains the following majorization:

$$
\left|\Im\left(z_{2}, z_{p}\right)\right|<|\lambda| C_{1} \int_{0}^{u_{p}} \exp \{-\operatorname{Re} \lambda h(u)\} d u .
$$

The minimal value of the function $h(u)$ defined on the interval $(0,1)$ is at the point $u_{0}$. Since $u_{p}<u_{0}$ its minimal value is at the boundary $u_{p}$ of the integration. Using Theorem 3 of Ref. 4, we can obtain a simple majorization of the integral $\mathfrak{J}\left(z_{2}, z_{p}\right)$ :

$$
\left|ร\left(z_{2}, z_{p}\right)\right|<C_{2} \exp \left[-\operatorname{Re} \lambda h\left(u_{p}\right)\right] .
$$

Here the right-hand side tends to zero faster than the integral $J\left(z_{p}, z_{q}\right)$ expressed as in (3.6) since $h\left(u_{p}\right)>h\left(u_{0}\right)=\rho(\mu)$.

Until now we have shown that the dominant term of the integral $5\left(0, z_{q}\right)$ is represented by (3.6). In order to prove that the phase shift behaves for large $\lambda$ just like the right-hand side of (3.6), we must still show that the logarithmic term in the expression (1.7) of the phase shift vanishes faster than the dominant term (3.6). But the function $f_{+}\left(z_{q}\right) f_{0-}\left(z_{q}\right) / f_{-}\left(z_{q}\right) f_{0+}\left(z_{q}\right)$ under the sign of the logarithm behaves like $1+$ const $\cdot V_{a,}\left(z_{q}\right)$ as is easily seen by inspecting formulas (2.6), (2.10), (2.16), and (2.19). As generally $z_{q}=(1-\epsilon) \lambda / k$ one can always choose such a small $\epsilon$ for fixed $k$ in order to make the function $V_{a s}\left(z_{8}\right)$ decrease faster than the function $\exp \left[-\lambda_{p}(\mu)\right]$ in the expression (3.6).

Thus, we have shown that the asymptotic form of the phase shift is described for large $\lambda$ completely by the expression (3.6). But the asymptotic form (3.6) is valid in a larger domain than is specified during the proof: $0 \leq \omega<\frac{1}{2} \pi$. Namely, if we use the unitarity condition of the $S$-matrix for real $k$ : $S^{*}(\lambda, k)=S^{-1}\left(\lambda^{*}, k\right)$ and the corresponding relation between the phase shifts $\delta^{*}(\lambda, k)=\delta\left(\lambda^{*}, k\right)$, we extend immediately the validity of (3.6) to the whole half-plane $\operatorname{Re} \lambda>0$ :

$$
\begin{align*}
& \delta(\lambda, k)=-\frac{V_{0}}{2 k}\left(\frac{\pi}{2 \lambda}\right)^{\frac{1}{2}} \frac{1}{[\sinh \rho(\mu)]^{\frac{1}{2}}}\left[\frac{k^{2}}{\mu \lambda} \sinh \rho(\mu)\right]^{\alpha} \\
& \times e^{-\lambda_{\rho}(\mu)}\left[1+O\left(\frac{1}{\lambda}\right)\right], \quad|\arg \lambda|<\frac{1}{2} \pi . \tag{3.8}
\end{align*}
$$

At the end of this section let us say a few words about another possible form of the asymptotic form (3.8). The conditions on the potential permit us to represent it as the Laplace transform

$$
\begin{equation*}
V(z)=\int_{\mu}^{\infty} \frac{\exp (-t z)}{z} C(t) d t \tag{3.9}
\end{equation*}
$$

All the considerations can be repeated with the representation (3.9), and the asymptotic form of the phase shift will be in this case

$$
\begin{align*}
& \delta(\lambda, k)=-\frac{1}{2 k}\left(\frac{\pi}{2 \lambda}\right)^{\frac{1}{2}} \\
& \times \int_{\mu}^{\mu+\pi} C(t) \frac{e^{-\lambda \rho(t)}}{[\sinh \rho(t)]^{\frac{1}{2}}} d t\left[1+O\left(\frac{1}{\lambda}\right)\right] . \tag{3.10}
\end{align*}
$$

Here the integration cannot be taken over ( $\mu, \infty$ ) since the function $C(t)$ may increase faster than any power of $t$ for large $t$ due to the high singularity of the potential at the origin.

## 4. THE STRUCTURE OF THE S-MATRIX

It is known that the $S$-matrix is a meromorphic function in the $\lambda$ plane in the case of scattering on highly singular potentials. ${ }^{1,2}$ The $S$-matrix possesses a simple property of the symmetry ${ }^{1}$

$$
\begin{equation*}
S(\lambda, k)=\exp (2 i \pi \lambda) S(-\lambda, k) \tag{4.1}
\end{equation*}
$$

Knowing the asymptotic form of the $S$-matrix in the half-plane $\operatorname{Re} \lambda>0$ derived in the last section, and using (4.1), one can obtain the asymptotic form of the $S$-matrix in the whole $\lambda$-plane except the neighborhood of the imaginary axis. We prefer to consider the quotient of the Jost functions instead of the $S$-matrix itself since this quotient is the function of $\lambda^{2}$ only

$$
\begin{equation*}
R\left(\lambda^{2}, k\right)=f\left(\lambda^{2}, k\right) / f\left(\lambda^{2},-k\right) \tag{4.2}
\end{equation*}
$$

where $f\left(\lambda^{2}, \pm k\right)$ are the Jost functions. Using relation

$$
R\left(\lambda^{2}, k\right)=\exp \left[-i \pi\left(\lambda-\frac{1}{2}\right)\right] S(\lambda, k)
$$

we can establish the asymptotic form of the function $R\left(\lambda^{2}, k\right)$ along any ray $\lambda=|\lambda| \exp (i \omega), \omega \neq \pm \frac{1}{2} \pi$ :

$$
R\left(\lambda^{2}, k\right) \sim \exp \left\{\mp i \pi\left(\lambda-\frac{1}{2}\right)\right\}
$$

$$
\begin{equation*}
\text { when } \operatorname{Re} \lambda \rightarrow \pm \infty \text {. } \tag{4.3}
\end{equation*}
$$

The asymptotic form (4.3) cannot be extended to the imaginary axis [for purely imaginary $\lambda$ the only known property is $\left|R\left(\lambda^{2}, k\right)\right|=1$ ] because there are an infinite number of poles and zeros accumulating at infinity in the direction of the imaginary axis. We shall prove this assertion supposing that there exists a finite number of poles only, and then we shall show the contradiction. Hence, let poles be at the points $\pm \lambda_{k}$ and the corresponding zeros at the points $\pm \lambda_{k}^{*}$. We suppose that all the poles are simple which does not limit the generality. Then the function

$$
P\left(\lambda^{2}, k\right)=\prod_{k=1}^{n} \frac{\left(\lambda^{2}-\lambda_{k}^{2}\right)}{\left(\lambda^{2}-\lambda_{k}^{* 2}\right)} R\left(\lambda^{2}, k\right)
$$

is the entire function without zeros with the same asymptotic form as the function $R\left(\lambda^{2}, k\right)$. Let us show that the order of the entire function $P\left(\lambda^{2}, k\right)$ is at most two. It can be easily proved that the regular solution, Jost solutions and their derivatives are the entire functions of the order two at most. Since the combination of these functions determines the Jost functions, the Jost functions may have order two at most. By our supposition the Jost functions have a finite number of zeros and can be represented in the form $f\left(\lambda^{2}, \pm k\right)=C_{ \pm} \Pi_{ \pm}\left(\lambda^{2}\right)$
$\exp \left\{Q_{ \pm}\left(\lambda^{2}\right)\right\}$ according to Hadamard's theorem, ${ }^{5}$ where $\Pi_{ \pm}\left(\lambda^{2}\right)$ is a canonical product and $Q_{ \pm}\left(\lambda^{2}\right)$ is the polynomial $a_{ \pm}+\lambda^{2} b_{ \pm}$. Hence, the quotient of the Jost functions and consequently the function $P\left(\lambda^{2}, k\right)$ must be of order two at most. Thus using Hadamard's theorem

$$
P\left(\lambda^{2}, k\right)=C \exp \left(a+b \lambda^{2}\right)
$$

One can immediately see that this form of the function $P\left(\lambda^{2}, k\right)$ cannot join together with its asymptotic form. Hence, the number of poles and zeros is infinite for the functions $R\left(\lambda^{2}, k\right)$ and the $S$-matrix.

At the end of this section we shall show for example the proof that the regular solution is the function of the second order at most in $\lambda$. If we introduce the function

$$
\psi(x)=V(x)^{-\frac{z}{z}} \exp \left\{-\int_{x}^{x_{0}} V(y)^{\frac{1}{t}} d y\right\}, \quad x \leq x_{0}
$$

then the regular solution $\varphi\left(\lambda^{2}, k^{2}, x\right)$ can be represented in the form $\varphi\left(\lambda^{2}, k^{2}, x\right)=\psi(x) u\left(\lambda^{2}, k^{2}, x\right)$ where the function $u\left(\lambda^{2}, k^{2}, x\right)$ is the solution of the integral equation ${ }^{2}$

$$
\begin{aligned}
& u\left(\lambda^{2}, k^{2}, x\right) \\
& = \\
& 1+\int_{0}^{x} \frac{1}{2[V(y)]^{\frac{1}{2}}}\left[1-\exp \left\{-2 \int_{v}^{x}[V(z)]^{\frac{1}{d}} d z\right\}\right] \\
& \quad \times\left\{\frac{\lambda^{2}-\frac{1}{4}}{y^{2}}-k^{2}-\frac{5}{16}\left[\frac{V^{\prime}(y)}{V(y)}\right]^{2}\right. \\
& \left.\quad+\frac{1}{4} \frac{V^{\prime \prime}(y)}{V(y)}\right\} u\left(\lambda^{2}, k^{2}, y\right) d y .
\end{aligned}
$$

The kernel of this integral equation can be estimated as in Ref. 2, and one obtains

$$
\left|u\left(\lambda^{2}, k^{2}, x\right)\right|<C_{1} \exp \left(C_{2}|\lambda|^{2}\right)
$$

which proves our assertion.
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## APPENDIX I

We want to show in this appendix that the kernels $H_{i}\left(z, z^{\prime}\right)$ of the integral Eqs. (2.7) and (2.11) can
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be majorized by the integrable functions $K\left(z^{\prime}\right)$ over $C_{ \pm}$and that $\int K\left(z^{\prime}\right)\left|d z^{\prime}\right|$ vanish for large $\lambda$. All the considerations here will be connected with the kernel $H\left(z, z^{\prime}\right)$ which corresponds to Eq. (2.11) since the other kernel is the specification of the first. Hence,
\[

$$
\begin{align*}
& H(\xi, z)=\frac{1}{2\left[V(z)+\left(\lambda^{2} / z^{2}\right)-k^{2}\right]^{\frac{1}{2}}} \\
& \times\left(1-\exp \left\{-2 \int_{C \pm(\xi, z)}\left[V(u)+\frac{\lambda^{2}}{u^{2}}-k^{2}\right]^{\frac{1}{2}} d u\right\}\right) \\
& \times\left\{-\frac{1}{4 z^{2}}-\frac{5}{16}\left[\frac{V^{\prime}(z)-\left(2 \lambda^{2} / z^{3}\right)}{V(z)+\left(\lambda^{2} / z^{2}\right)-k^{2}}\right]^{2}\right. \\
& \left.+\frac{1}{4} \frac{V^{\prime \prime}(z)+\left(6 \lambda^{2} / z^{4}\right)}{V(z)+\left(\lambda^{2} / z^{2}\right)-k^{2}}\right\} . \tag{AI.I}
\end{align*}
$$
\]

The variable $\xi$ appears only in the exponential function. Let us estimate first the exponential function in order to get rid of the variable $\xi$. We must prove that the real part of the exponent has a finite upper bound. We can rewrite the exponent in the form

$$
\begin{align*}
& -\int_{C \pm(\xi, n)}\left(\frac{\lambda^{2}}{u^{2}}-k^{2}\right)^{\frac{1}{2}} d u \\
& -\int_{C \pm(\xi, s)}\left\{\left[V(u)+\frac{\lambda^{2}}{u^{2}}-k^{2}\right]^{\frac{1}{2}}-\left(\frac{\lambda^{2}}{u^{2}}-k^{2}\right)^{3}\right\} d u \tag{AI.2}
\end{align*}
$$

We shall divide the path $C_{ \pm}(\xi, z)$ into four parts, $C\left(\xi, z_{1}\right)+C\left(z_{1}, z_{2}\right)+C\left(z_{2}, z_{q}\right)+C_{ \pm}\left(z_{q}, \infty\right)$. The real part of the first integral over the first part of the path is positive since $u$ is real. It is positive over the second part if we choose it as the part of the spiral $r=z_{1} \exp (A r), \tau \geq 0, A>\operatorname{tg} \omega$, between the point $r=z_{1}, \tau=0$, and the point $r=z_{1} \exp$ $(A \omega), \tau=\omega$. Namely, if $\xi, z \in C\left(z_{1}, z_{2}\right)$ then the first integral in (AI.2) behaves like $\lambda \ln z / \xi$ for large $\lambda$. It can be easily checked that the real part of this simple function is positive if $z_{1}$ and $z_{2}$ are specified in the way mentioned. The first integral has the argument $\omega$ along the third part, hence its real part is positive.

We have $d z_{ \pm}=d r \exp \left(i \tau_{ \pm}\right) / \cos \left(\tau_{ \pm}-\tau\right)$ along $C_{ \pm}\left(z_{q}, \infty\right)$ where $\tau=\arg z$. For the first integral over the paths $C_{ \pm}\left(z_{\theta}, \infty\right)$. we have the form

$$
\begin{equation*}
\int\left(\frac{\lambda^{2}}{z^{2}}-k^{2}\right)^{\frac{1}{2}} \frac{\exp \left(i \tau_{ \pm}\right)}{\cos \left[\tau_{ \pm}-\tau(r)\right]} d r . \tag{AI.3}
\end{equation*}
$$

If $z$ is on the path $C_{+}$, we can see that the real and imaginary parts of the square root are positive. Since $\left|\tau_{+}-\tau\right|<\frac{1}{2} \pi, \tau_{+}<0$, we verify that the real part of the intergal (AI.3) is positive. If $z$ is on the path $C_{\ldots,}$, the real part of the square root is positive, and its imaginary part is negative. But
now $\tau_{-}>0$, and we conclude again that the real part of (AI.3) is positive. Thus the first integral in (AI.2) has always a positive real part. For the second integral in (AI.2), it is easy to show that its real part has the finite minimal value. Namely, its absolute value on $C_{ \pm}\left(z_{1}, \infty\right)$ is bounded because it behaves like $\left.\int|d u||V(u)| /\left[\mid\left(\lambda^{2} / u^{2}\right)-k^{2}\right]^{\frac{1}{2}} \right\rvert\,$ on the part $C_{ \pm}\left(z_{1}, \infty\right)$, and its real part is positive on $C\left(\xi, z_{1}\right)$ since $V(u)$ is a positive function for $u \leq z_{1}$. After this analysis we can majorize the exponential function in (AI.1) by a constant.

To estimate the first factor and the brackets in (AI.1), we shall use the following rule: If $a$ and $b$ are vectors with an angle $\varphi$ between them which is less than $\pi$, then always holds $|a+b| \geq a \cdot s+$ $\mathrm{b} \cdot \mathrm{s}=p|\mathrm{a}|+p|\mathrm{~b}|$, where s is the ort of the simetrale of the angle $\varphi$. In the following let us choose always $\lambda$ larger than some fixed $\lambda_{0}$, where $\left|\lambda_{0} / k\right| \gg 1$. Then the first factor can be estimated by $1 / p\left[V(x)+\left[\left.\lambda\right|^{2} / x^{2}\right]^{\frac{1}{2}}\right.$ on $C\left(0, z_{1}\right)$, by $|z / \lambda|$ on $C\left(z_{1}, z_{q}\right)$ and by constant on $C_{ \pm}\left(z_{a}, \infty\right)$. The brackets of (AI.1) which are denoted by $W_{1}(z)$ have three terms. Let us show the majorization of the second term which is the most complicated.

$$
\begin{aligned}
& {\left[\frac{V^{\prime}(x)-\left(2 \lambda^{2} / x^{3}\right)}{V(x)+\left(\lambda^{2} / x^{2}\right)-k^{2}}\right]^{2}} \\
& \quad=\left[\frac{V^{\prime}(x)-2\left(\lambda^{2} / x^{3}\right)}{V(x)+\left(\lambda^{2} / x^{2}\right)}\right]^{2}\left[\frac{V(x)+\left(\lambda^{2} / x^{2}\right)}{V(x)+\left(\lambda^{2} / x^{2}\right)-k^{2}}\right]^{2}
\end{aligned}
$$

The second factor in this expression can be estimated by a constant depending on $\lambda_{0}$ only. The denominator of the first factor can be minimized by $p^{2}\left[V(x)+[\lambda]^{2} / x^{2}\right]^{2}$. Hence, the first factor can be estimated by $N\left[V^{\prime}(x) / V(x)\right]^{2}+M / x^{2}$. After estimating other terms of $W_{1}(x)$ in the same way, we obtain the majorization of the function (AI.1) in the interval $C\left(0, z_{1}\right)$ by

$$
\begin{align*}
K_{1}(x)= & \frac{C}{\left[V(x)+|\lambda|^{2} / x^{2}\right]^{\{ }}\left\{\frac{A_{1}}{x^{2}}+A_{2}\left[\frac{V^{\prime}(x)}{V(x)}\right]^{2}\right. \\
& \left.+A_{3} \frac{\left|V^{\prime \prime}(x)\right|}{V(x)}\right\}, \quad x \in C\left(0, z_{1}\right) . \tag{AI.4}
\end{align*}
$$

We shall separate the potential from the expression $W_{1}(z)$ in the following consideration. Thus we shall obtain $W(z)$ defined in (2.5). By pure algebraic calculations one verifies that the difference $W_{1}(z)-W(z)$ can be estimated by $\exp (-\nu|z|)$ uniformly for $\lambda$ larger than $\lambda_{0}$ and $z \in C_{ \pm}\left(z_{1}, \infty\right)$. But the estimate of the function $W(z)$ on $C_{ \pm}\left(z_{1}, \infty\right)$ is simple:

$$
|W(z)|<\frac{k^{2}|\lambda|^{2}+\frac{1}{4} k^{4}|z|^{2}}{p|\lambda|^{4}+p k^{4}|z|^{4}}
$$

In this way we have the following majorizations:

$$
\begin{array}{r}
K_{2}(z)=(N|z| /|\lambda|)\left[\exp (-\nu|z|)+\left(P /|\lambda|^{2}\right)\right], \\
z \in C\left(z_{1}, z_{\alpha}\right), \tag{AI.5}
\end{array}
$$

$K_{3}(z)=M\left[\exp (-\nu|z|)+\left(R /|z|^{2}\right)\right]$,

$$
z \in C_{ \pm}\left(z_{a}, \infty\right)
$$

In this way we obtained the function $K(z)$. It still remains to be shown that the integral of the function $K(z)$ vanishes when $\lambda$ tends to infinity.

$$
\begin{align*}
& \int_{C \pm(0, \infty)} K(z)|d z|=\int_{C\left(0, z_{1}\right)} K_{1}(x) d x \\
& \quad+\int_{C\left(z_{1}, z_{q}\right)} K_{2}(z)|d z|+\int_{C \pm\left(z_{q}, \infty\right)} K_{3}(z)|d z| . \tag{AI.6}
\end{align*}
$$

It is easy to check that the second and third integrals on the right-hand side vanish like $1 /|\lambda|$ for large $\lambda$. We must use expressions (AI.5) and the fact $|d z|<$ const $\cdot d|z|$ on $C_{ \pm}$. Let us show now that the first integral vanishes for large $\lambda$. We shall denote by $R(x)$ the expression in the brackets in (AI.4). We have

$$
\begin{aligned}
& \int_{0}^{z_{1}} \frac{1}{\left[V(x)+\frac{|\lambda|^{2}}{x^{2}}\right]^{\frac{1}{2}}} R(x) d x \\
&= \int_{0}^{x_{0}}\left[\frac{V(x)}{\left.V(x)+\frac{|\lambda|^{2}}{x^{2}}\right]^{\frac{3}{3}} \frac{R(x)}{[V(x)]^{\frac{3}{2}}} d x}\right. \\
&+\int_{x_{0}}^{z_{1}}\left[\frac{V(x)}{V(x)+\frac{|\lambda|^{2}}{x^{2}}}\right]^{\frac{1}{2}} \frac{R(x)}{[V(x)]^{\frac{1}{2}}} d x
\end{aligned}
$$

where $x_{0}$ is the solution of the equation $x^{2} V(x)=|\lambda|$. As we postulated the monotony of the function $x^{2} V(x)$ at the origin, we are sure that there exists only one $x_{0}$ for large $\lambda$. Now we have

$$
\begin{align*}
& \int_{0}^{z_{1}} \frac{R(x) d x}{\left[V(x)+\frac{|\lambda|^{2}}{x^{2}}\right]^{\frac{1}{3}}} \\
& \quad<\int_{0}^{x_{0}} \frac{R(x)}{[V(x)]^{\frac{3}{3}}} d x+\frac{1}{(|\lambda|)^{\frac{1}{3}}} \int_{0}^{z_{1}} \frac{R(x)}{[V(x)]^{\frac{1}{4}}} d x . \tag{AI.7}
\end{align*}
$$

Both integrals on the right-hand side exist because of the conditions (1.3) of the potential and both integrals vanish for large $\lambda$. This fact is evident for the second integral; for the first integral we have to remark that $x_{0}$ tends to zero. It can be shown that (AI.7) vanishes like $|\lambda|^{-\frac{1}{2}}$ in the case of the potentials which behave like $x^{-\alpha}, \alpha>2$ or like $\exp (1 / x)$ at the origin.

In the case of the solutions of the integral Eq. (2.7), there is no complication at the origin since these solutions are defined in the half-plane $\operatorname{Re} z>x_{0}$. Then one needs to estimate the second and third term in the brackets of (AI.1) and will conclude

$$
g(z) \sim 1+O(1 / \lambda), \quad z \in C\left(z_{1}, \infty\right)
$$

## APPENDIX II

Our intention here is to prove the asymptotic form (2.19). The starting formula will be (2.17). We shall show that the first term of the right-hand side of (2.17) where $g_{ \pm}(z)$ is replaced by 1 is the leading term. We shall denote it by $a(z)$. Using (2.8) we can write it in the explicit form

$$
\begin{align*}
& a(z)=\int_{C \pm(z, \infty)} \frac{1}{2\left[\left(\lambda^{2} / z^{\prime 2}\right)-k^{2}\right]^{\frac{1}{2}}}(1-\exp \{-2 \\
& \left.\left.\quad \times \int_{C \pm\left(z, z^{\prime}\right)}\left[\left(\lambda^{2} / \xi^{2}\right)-k^{2}\right]^{\frac{1}{2}} d \xi\right\}\right) V\left(z^{\prime}\right) d z^{\prime} . \tag{AII.1}
\end{align*}
$$

We use the new variable $z=(\lambda / k) u$. Then the integral becomes

$$
\begin{align*}
& a[(\lambda / k) u]=\frac{1}{2 k(\lambda / k)^{\alpha}} \int_{u}^{u_{a}} \frac{1+u[(\lambda / k) x]}{x^{\alpha+1}\left[\left(1 / x^{2}\right)-1\right]^{\frac{1}{2}}} \\
& \times(\exp \{-(\lambda \mu / k) x\}-\exp \{-(\lambda \mu / k) x \\
& \left.\left.-2 \lambda \int_{u}^{x}\left[\left(1 / y^{2}\right)-1\right]^{\frac{1}{2}} d y\right\}\right) d x \\
& +O\left[V_{a s}\left(z_{a}\right)\right] . \tag{AII.2}
\end{align*}
$$

Let us apply here Theorem 3 of Ref. 4. Although this theorem holds for real $\lambda$ it can be easily generalized for complex $\lambda$ from the right half of the $\lambda$-plane. As each term of the function under the sign of the integration in (AII.2) satisfies separately the conditions of the theorem mentioned, we can apply this theorem to integrals over the first and over the second part of the integrand separately. We shall obtain directly the asymptotic form in $\lambda$. Going back to the variable $z$ we have
$a(z)=\frac{V_{a s}(z)}{\mu\left\{\mu+2\left[\left(\lambda^{2} / z^{2}\right)-k^{2}\right]^{\frac{1}{2}}\right\}}[1+\sigma(z)]$.
Now we have the following estimate of the Eq. (2.17):

$$
\begin{aligned}
& \left|g_{ \pm}(z)-g_{0 \pm}(z)-a(z)\right| \\
& <A_{1} \int_{C \pm(z, \infty)}\left|V\left(z^{\prime}\right)\left(g_{ \pm}\left(z^{\prime}\right)-1\right) d z^{\prime}\right| \\
& \quad+A_{2} \int_{C \pm(z, \infty)}\left|W\left(z^{\prime}\right) a\left(z^{\prime}\right) d z^{\prime}\right| \\
& \quad+\int_{C_{ \pm(z, \infty)}}\left|W\left(z^{\prime}\right)\right|\left|g_{ \pm}\left(z^{\prime}\right)-g_{0 \pm}\left(z^{\prime}\right)-a\left(z^{\prime}\right)\right|\left|d z^{\prime}\right| .
\end{aligned}
$$

We use the asymptotic forms (2.16) and the Titchmarsh lemma (2.15), where now

$$
C_{1}(z)=\left(N_{1} /|\lambda|\right) \int_{C(z, \infty)}|V(z) d z|
$$

and

$$
C_{2}=\int_{C(z \mathrm{p}, \infty)}|W(z) d z| .
$$

Using Theorem 3 of Ref. 4 to the function $C_{1}(z)$, we can find its asymptotic behavior: $C_{1}(z)=$ $\left(N_{2} /|\lambda|\right)\left|V_{a s}(z)\right|[1+b(z)]$. Hence,

$$
\begin{equation*}
\left|g_{ \pm}(z)-g_{0 \pm}(z)-a(z)\right|<N_{3}\left|V_{a 夫}(z)\right| /|\lambda| . \tag{AII.4}
\end{equation*}
$$

As $|a(z)|$ behaves like $\left|V_{a s}(z)\right|$ for large $z$, we conclude that the right-hand side of (AII.4) makes the error of the order $1 /|\lambda|$ to the asymptotic behavior (AII.3) of the function $a(z)$. Thus we proved the assertion (2.19).

## APPENDIX III

We have to show here the validity of the inequality

$$
\begin{align*}
\operatorname{Re} \int_{C(z, z)} & {\left[V(\xi)+\frac{\lambda^{2}}{\xi^{2}}-k^{2}\right]^{\frac{1}{2}} d \xi } \\
& >p \theta\left(z-z_{1}\right) \int_{z}^{z_{1}}[V(x)]^{\frac{1}{2}} d x \tag{AIII.1}
\end{align*}
$$

The part of the integral over $C\left(z_{1}, z_{2}\right)$ has a positive real part as is shown in Appendix I in the estimates of the exponential function in the Green's function. Hence, we must show the validity of (AIII.1) for the integral over $C\left(z, z_{1}\right)$. (AIII.1) will hold if

$$
\begin{align*}
& \operatorname{Re}\left[V(x)+\left(\lambda^{2} / x^{2}\right)-k^{2}\right]^{\frac{1}{2}}>p[V(x)]^{\frac{1}{2}} \\
& \text { for } \quad x \in\left(0, z_{1}\right) . \tag{AIII.2}
\end{align*}
$$

Let us denote the difference $V(x)-k^{2}$ by $P(x)$. If we prove the inequality (AIII.2) for the function $P(x)$ on the right-hand side instead of the function $V(x)$ it will be satisfactory because $k$ is fixed parameter and always holds $\left[V(x)-k^{2}\right]^{\frac{1}{2}}>q[V(x)]^{\frac{1}{2}}$. Hence, let us denote $R=P(x)+\operatorname{Re} \lambda^{2} / x^{2}$ and $I=\operatorname{Im} \lambda^{2} / x^{2}$. We shall use

$$
\operatorname{Re}\left[P(x)+\lambda^{2} / x^{2}\right]^{\frac{1}{2}}=\left(1 / 2^{\frac{1}{2}}\right)\left[R+\left(R^{2}+I^{2}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}} .
$$

We deduce from this formula

$$
\operatorname{Re}\left[P(x)+\lambda^{2} / x^{2}\right]^{\frac{1}{2}}>[P(x)]^{\frac{1}{2}} \quad \text { if } \quad \operatorname{Re} \lambda^{2} \geq 0
$$

and

$$
\begin{aligned}
& \operatorname{Re}\left[P(x)+\lambda^{2} / x^{2}\right]^{\frac{1}{2}}>[P(x)]^{\frac{1}{2}} / 2^{\frac{1}{2}} \\
& \text { for } \operatorname{Re} \lambda^{2} \geq-\operatorname{Im} \lambda^{2} .
\end{aligned}
$$

In the range where $\operatorname{Im} \lambda^{2}<-\operatorname{Re} \lambda^{2}$, i.e., where $\frac{3}{8} \pi<\omega<\frac{1}{2} \pi$, we shall use the formula
$\left[P(x)+\lambda^{2} / x^{2}\right]^{\frac{1}{2}}=\left(R^{2}+I^{2}\right)^{\frac{1}{2}} \exp [i / 2 \operatorname{arc} \cot (R / I)]$
Here

$$
R^{2}+I^{2}=P(x)+2 P(x)|\lambda|^{2} \cos 2 \omega / x^{2}+|\lambda|^{4} / x^{4}
$$

is larger than $P(x) \sin ^{2} 2 \omega$ and arc $\operatorname{ctg}(R / I)$ is less than $2 \omega$. Hence, $\operatorname{Re}\left[P(x)+\lambda^{2} / x^{2}\right]^{\frac{1}{2}}>\sin 2 \omega \cos$ $\omega[V(x)]^{\frac{1}{2}}$. Thus, we are always able to find out the constant $p$ in the inequality (AIII.2). It is really 1 , $1 / 2^{\frac{1}{2}}$ or $\sin 2 \omega \cos \omega$ in the case $0 \leq \omega<\frac{1}{4} \pi, \frac{1}{4} \pi \leq$ $\omega<\frac{3}{8} \pi$ or $\frac{3}{8} \pi \leq \omega<\frac{1}{2} \pi$, respectively.
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#### Abstract

Rigorous upper and lower bounds are obtained for the thermodynamic free-energy density $a(\rho, \gamma)$ of a classical system of particles with two-body interaction potential $q(r)+\gamma^{\prime} \varphi(\gamma r)$ where $\nu$ is the number of space dimensions and $\rho$ the density, in terms of the free-energy density $a^{0}(\rho)$ for the corresponding system with $\varphi(x) \equiv 0$. When $\varphi(x)$ belongs to a class of functions, which includes those which are nonpositive and those whose $\nu$-dimensional Fourier transforms are nonnegative, the upper and lower bounds coincide in the limit $\gamma \rightarrow 0$ and $\lim _{\gamma \rightarrow 0} a(\rho, \gamma)$ is the maximal convex function of $\rho$ not exceeding $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$, where $\alpha \equiv \int \varphi(\mathrm{x}) d \mathrm{x}$. The corresponding equation of state is given by Maxwell's equal-area rule applied to the function $p^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$ where $p^{0}(\rho)$ is the pressure for $\varphi(\mathbf{x}) \equiv 0$. If $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$ is not convex the behavior of the limiting free energy indicates a first-order phase transition. These results are easily generalized to lattice gases and thus apply also to Ising spin systems. The two-body distribution function is found, in the limit $\gamma \rightarrow 0$, to be normally identical with that for $\varphi(\mathbf{x}) \equiv 0$, but if the system has a phase transition it has the form appropriate to a two-phase system.

Some of the upper and lower bounds on $a(\rho, \gamma)$ are simple enough to be useful for finite $\gamma$. Also, some of our results remain valid for quantum systems.


## I. INTRODUCTION

PHASE transitions such as melting and boiling are familiar experiences, but their explanation from the first principles of statistical mechanics still presents a major challenge to the theoretical physicist. One of the earliest steps towards a theory of the gas-liquid phase transition was taken by van der Waals. ${ }^{1}$ Seeing the interaction between the molecules of a classical fluid as a competition between two distinct parts of the intermolecular force, a short-range repulsive part and a long-range attractive part, he arrived at the equation of state

$$
\begin{equation*}
p=k T \rho /(1-\rho b)+\frac{1}{2} \alpha \rho^{2} \equiv p_{v d w}(\rho, T) \tag{1.1}
\end{equation*}
$$

where $p$ is the pressure, $k$ Boltzmann's constant, $T$ the temperature, $\rho$ the number density, and $-\alpha$ and $b$ are positive constants characterizing longand short-range parts of the potential, respectively.

When $T$ exceeds the critical temperature $T_{\mathrm{o}} \equiv$ $-4 \alpha / 27 b k$, the van der Waals equation of state (1) gives a good qualitative representation of the isotherms of a real fluid; for $T<T_{0}$, however, each isotherm includes a section where the compressibility is negative, in violation of the thermodynamic stability principle. The reason for this failure is that the argument leading to (1) assumes a singlephase system; it does not allow for the possibility of coexisting liquid and vapor phases.

[^84]Maxwell ${ }^{2}$ showed that the coexistence region could be included in the theory by using van der Waals' equation of state for both liquid and vapor phases and using the thermodynamic equilibrium condition that the two phases must have equal pressures and chemical potentials. This leads to the following modification of ( 1 ) for $T<T_{0}$ :
$p=\left\{\begin{array}{c}p_{v w}(\rho, T) \text { if } \rho<\rho_{v}(T) \text { or } \rho>\rho_{l}(T) \\ p_{\text {at }}(T) \text { if } \rho_{v}(T)<\rho<\rho_{l}\left(T^{\prime}\right)\end{array}\right\}$
where $\rho_{\mathrm{o}}(T), \rho_{l}(T)$ and $p_{\mathrm{sat}}(T)$ may be determined by the graphical construction shown in Fig. 1.

A very interesting derivation of van der Waals' equation of state with Maxwell's rule was given recently by van Kampen. ${ }^{3}$ In this derivation the volume $\Omega$ occupied by the system is divided into a large number of cells, each small compared with the range of the long-range attractive force, but large enough to contain many particles. Avoiding the pitfall of assuming a uniform distribution of particles over cells, which leads ${ }^{4}$ to a generalized form of the van der Waals equation of state, van Kampen obtained the distribution over cells by minimizing the free energy. His method leads to the modified equation of state (2), which implies a first-order phase transition. When $\rho<\rho_{v}$ or $\rho_{l}<\rho$, van Kampen's method indeed gives a uniform distribution over cells, but when $\rho_{\rho}<\rho<\rho_{l}$ it leads

[^85]to the conclusion that this distribution is nonuniform, as it should be when two phases coexist.

Van Kampen's treatment is, however, not mathematically rigorous. In particular the conditions to be satisfied by the interaction are not specified, and various limiting processes are hinted at but not carried out explicitly. It is the purpose of the present paper to provide a rigorous treatment similar to van Kampen's and to extend it to a more general class of long-range potentials than the purely attractive potentials considered by van Kampen.

The intermolecular potential we consider has the form proposed by Kac ${ }^{5}$ and investigated thoroughly for a one-dimensional system by Kac, Uhlenbeck, and Hemmer, ${ }^{\text {e }}$

$$
\begin{equation*}
v(\mathbf{r})=q(\mathbf{r})+w(\mathbf{r}, \gamma), \tag{1.3}
\end{equation*}
$$

where $r$ represents the separation of a pair of particles, $q(\mathbf{r})$ is a short-range potential, and $w(\mathbf{r}, \gamma)$ is a potential (we call it the Kac potential) whose range is proportional to the reciprocal of the parameter $\gamma$. Kac, Uhlenbeck, and Hemmer studied a onedimensional system with

$$
\begin{align*}
& q(\mathbf{r}) \equiv\left\{\begin{array}{rll}
+\infty & \text { if } & r<r_{0}, \\
0 & \text { if } & r>r_{0},
\end{array}\right.  \tag{1.4}\\
& w(\mathbf{r}, \gamma) \equiv \frac{1}{2} \alpha \gamma \exp (-\gamma r), \tag{1.5}
\end{align*}
$$

where $r_{0}, \gamma$, and $-\alpha$ are positive parameters. For finite $\gamma$ they found no phase transition, but in the van der Waals limit $\gamma \rightarrow 0$ the equation of state approaches as a limit Maxwell's modification (2) of the van der Waals equation of state and thus does show a first-order phase transition. Unfortunately their method is very difficult to generalize to other potentials or to more than one dimension.

An important feature of the work of Kac, Uhlenbeck, and Hemmer was the use of the limit process $\gamma \rightarrow 0$ to provide a clear distinction between the short (finite) range of the contribution $q(\mathbf{r})$ to $v(\mathbf{r})$ and the long (infinite as $\gamma \rightarrow 0$ ) range of the contribution $w(\mathbf{r}, \gamma)$. It is this feature which we shall exploit here; but unlike Kac, Uhlenbeck, and Hemmer, we do not restrict the system to one dimension nor the potential to the form defined by (4) and (5). Instead of the special form (5) for $w(\mathrm{r}, \gamma)$, we use

$$
\begin{equation*}
w(\mathbf{r}, \gamma)=\gamma^{\prime} \varphi(\gamma \mathbf{r}), \tag{1.6}
\end{equation*}
$$

where $\nu$ is the number of dimensions of the space

[^86]

Fig. 1. Typical isotherms for the van der Waals equation of state (solid lines) and Maxwell's modification (dotted line). The shaded areas are equal.
considered; this reduces to (5) if $\nu=1$ and $\varphi(\mathbf{x})=$ $\frac{1}{2} \alpha e^{-x}$. If the function $\varphi(\mathbf{x})$ is bounded in a neighborhood of the origin, say in $x<\delta$, then the Kac potential (6) has the property

$$
\begin{equation*}
|w(\mathbf{r}, \gamma)|<\gamma^{\prime \prime} \operatorname{Max}_{x<\delta}|\varphi(\mathbf{x})| \quad \text { if } \quad \gamma<\delta / r \tag{1.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} w(\mathbf{r}, \gamma)=0 \text { for all } \mathbf{r} . \tag{1.8}
\end{equation*}
$$

At the same time the integral of the Kac potential over all $\nu$-dimensional space,

$$
\begin{equation*}
\int w(\mathbf{r}, \gamma) d \mathbf{r}=\int \varphi(\mathbf{x}) d \mathbf{x} \equiv \alpha \tag{1.9}
\end{equation*}
$$

is independent of $\gamma$. This fact is compatible with (1.8) because the limit operation $\gamma \rightarrow 0$ does not commute with the one associated with the infinite region of integration.

The basis of our method is to obtain upper and lower bounds on the free energy

$$
\begin{equation*}
A(N, \Omega, \gamma) \equiv-k T \log Z(N, \Omega, \gamma) \tag{1.10}
\end{equation*}
$$

where $Z(N, \Omega, \gamma)$ is the classical partition function for $N$ particles at temperature $T \equiv 1 / k \beta$ in a $\nu$-dimensional cube $\Omega$, defined by

$$
\begin{align*}
Z(N, \Omega, \gamma) & \equiv(1 / N!)\left(m k T / 2 \pi \hbar^{2}\right)^{\bullet N / 2} \\
& \times \int_{0} \cdots \int_{0} e^{-\beta \boldsymbol{V}} d \mathbf{x}_{1} \cdots d \mathbf{x}_{N} \tag{1.11}
\end{align*}
$$

and

$$
\begin{equation*}
V \equiv \sum_{i \leq i \leq N} v\left(\mathbf{x}_{i}-\mathbf{x}_{i}\right) \tag{1.12}
\end{equation*}
$$

with $v(\mathbf{r})$ defined in (3). The upper and lower bounds are obtained by dividing the cube $\Omega$ into $M$ congruent smaller cubes $\omega_{1} \cdots \omega_{M}$ and using estimates of the interactions across cell boundaries to relate the free energy of the cube $\Omega$ to the sum of the free energies of the cubes $\omega_{1} \cdots \omega_{M}$.

From these upper and lower bounds, the equation of state in the van der Waals limit is calculated by means of a succession of limit operations. First the thermodynamic free energy is calculated from $A(N, \Omega, \gamma)$ by taking the thermodynamic limit. The simplest way of taking this limit is to double the side of the cube $\Omega$ repeatedly, adjusting $N$ at each step to the value $\rho \Omega$ where $\rho$, the density, is a constant, and the symbol $\Omega$ is used to represent the volume of the cube as well as the cube itself. The thermodynamic free-energy density, a function of $\rho$ and $\gamma$, is then defined as

$$
\begin{equation*}
a(\rho, \gamma) \equiv \lim _{\Omega \rightarrow \infty} A(\rho \Omega, \Omega, \gamma) / \Omega \tag{1.13}
\end{equation*}
$$

where $A(N, \Omega, \gamma)$ may be defined for nonintegral $N$ by linear interpolation. ${ }^{7}$

The next operation is to take the van der Waals limit $\gamma \rightarrow 0$. This gives the van der Waals free-energy density

$$
\begin{align*}
a(\rho, 0+) & \equiv \lim _{\gamma \rightarrow 0} a(\rho, \gamma) \\
& =\lim _{\gamma \rightarrow 0} \lim _{\Omega \rightarrow \infty} A(\rho \Omega, \Omega, \gamma) / \Omega \tag{1.14}
\end{align*}
$$

It is important to take these two limits in the right order. Taking the limit $\Omega \rightarrow \infty$ first, as in (14), means that the range of the Kac potential, although very large, is much less than the size of the container. If they are taken in the opposite order, then the Kac potential has a range much larger than the size of the container and in consequence of (8) its effect disappears. In fact, by applying (8) to (10) and (11) we obtain

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} A(N, \Omega, \gamma)=A^{0}(N, \Omega) \tag{1.15}
\end{equation*}
$$

where $A^{0}$ is the free energy for $N$ particles of the reference system in a cube $\Omega$. By reference system we mean one for which the interaction potential is $q(\mathbf{r})$ instead of $q(\mathbf{r})+w(\mathbf{r}, \gamma)$. Taking the thermodynamic limit of (15) we obtain, in constrast to (14), the formula

$$
\begin{equation*}
\lim _{\natural \rightarrow \infty} \lim _{\gamma \rightarrow 0} A(\rho \Omega, \Omega, \gamma) / \Omega=a^{0}(\rho) \tag{1.16}
\end{equation*}
$$

where

[^87]\[

$$
\begin{equation*}
a^{0}(\rho) \equiv \lim _{\Omega \rightarrow \infty} A^{0}(\rho \Omega, \Omega) / \Omega \tag{1.17}
\end{equation*}
$$

\]

is the thermodynamic free-energy density of the reference system at particle density $\rho$, and is not in general equal to $a(\rho, 0+)$.

The upper and lower bounds on $A(N, \Omega, \gamma)$ which we shall derive lead to upper and lower bounds on $a(\rho, 0+)$. These bounds depend on the volume $\omega$ of the cells $\omega_{i}$ used. The bounds can be simplified by a third limit process $\omega \rightarrow \infty$, after which, in favorable cases, the upper and lower bounds are equal so that $a(\rho, 0+)$ can be calculated. This triple limit process corresponds to the following relationships:

$$
\begin{equation*}
r_{0} \ll \omega^{1 / \nu} \ll \gamma^{-1} \ll \Omega^{1 / \nu} \tag{1.18}
\end{equation*}
$$

among the four characteristic lengths of our calculation: the range of the short-range potential, the size of the cells, the range of the Kac potential, and the size of the container.

Once $a(\rho, 0+)$ has been found, the equation of state can be calculated by differentiation. The main result of our work is to show rigorously that under suitable conditions the equation of state is indeed given by Maxwell's rule (2) applied to the generalized van der Waals isotherm

$$
\begin{equation*}
\tilde{p}_{v d w}(\rho, T)=p^{0}(\rho, T)+\frac{1}{2} \alpha \rho^{2} \tag{1.19}
\end{equation*}
$$

where $p^{0}(\rho, T)$ is the pressure of the reference system, calculated by differentiation from $a^{0}(\rho)$. This result can be used to investigate the conditions under which the system will have a first-order phase transition in the van der Waals limit. A further result is to show, by studying the two-particle distribution function, that if there is such a first-order phase transition then two phases of different densities are present during the transition.
For rigorous arguments it is necessary to impose conditions on the short- and long-range potentials. We shall assume that the short-range potential satisfies

$$
\begin{align*}
q(\mathbf{r}) & =+\infty \quad \text { for } \quad r<r_{0}  \tag{1.20a}\\
|q(\mathbf{r})| & <D_{2} r^{--s} \quad \text { for } \quad r_{0}<r \tag{1.20b}
\end{align*}
$$

where $r_{0}$ (the hard-core diameter), $D_{2}$, and $\epsilon$ are positive constants; and we shall also assume that the shape function $\varphi(x)$ of the Kac potential satisfies

$$
\begin{gather*}
|\varphi(\mathrm{r})|<D_{3} r^{-\mu-e} \text { for all } r,  \tag{1.21a}\\
\varphi(\mathrm{r}) \text { is continuous at } r=0, \tag{1.21b}
\end{gather*}
$$

$$
\begin{equation*}
\int \varphi(\mathrm{r}) d \mathrm{r} \text { exists as a Riemann integral. } \tag{1.21c}
\end{equation*}
$$

Further, when in Sec. V the function $\varphi(\mathbf{r})$ is ex-
pressed as the sum of two parts satisfying the conditions (5.2), both parts are required to satisfy (1.21). The extent to which the conditions (1.20) and (1.21) can be weakened will be discussed in Sec. IX, along with the possibilities for generalizing this work to quantum systems and to lattice gases.

## II. UPPER BOUND ON THE FREE ENERGY

Finding an upper bound on the free energy is equivalent to finding a lower bound on the partition function. To obtain a lower bound, we divide the cube $\Omega$ into $M$ smaller cubical regions $\omega_{1} \cdots \omega_{M}$, each of side $(s+t)$ where $s$ and $t$ are positive lengths such that $(s+t)$ is a submultiple of the side of $\Omega$ (see Fig. 2). Since the small cubes completely fill $\Omega$ its volume, which we also call $\Omega$, is given by

$$
\begin{equation*}
\Omega=M(s+t)^{\prime} \tag{2.1}
\end{equation*}
$$

For each $\omega_{i}$, let $\omega_{i}^{\prime}$ be the cube of side $s$ consisting of all points within $\omega_{i}$ whose distance from the boundary of $\omega_{i}$ is at least $\frac{1}{2} t$. A lower bound on $Z(N, \Omega, \gamma)$ can be obtained by selecting any set of integers $N_{1}, N_{2}, \cdots N_{M}$ which add up to $N$, and considering only the contribution to the integral in (1.11) from configurations where there are $N_{1}$ particles in the cell $\omega_{1}^{\prime}, N_{2}$ in $\omega_{2}^{\prime}$, and so on. The quantity so calculated we denote by $\tilde{Z}\left(N_{1}, N_{2} \cdots N_{M}\right)$. There are $N!/\left(N_{1}!N_{2}!\cdots N_{M}!\right)$ ways of choosing the $N_{1}$ particles to go in the cell $\omega_{1}^{\prime}, N_{2}$ to go in $\omega_{2}^{\prime}$, etc., and since the particles are identical all these different ways give the same contribution to the integral. Multiplying a typical contribution by $N!/$ П $N_{i}$ ! we thus obtain

$$
\begin{align*}
& Z \geq \tilde{Z}\left(N_{1}, N_{2} \cdots N_{M}\right) \\
&= \prod_{i}\left[\left(1 / N_{i}!\right)\left(m / 2 \pi \hbar^{2} \beta\right)^{N_{i} / 2}\right] \\
& \times \int_{\omega^{\prime},} \cdots \int_{\omega^{\prime} u} e^{-\beta V} d \mathbf{x}_{1} \cdots d \mathbf{x}_{N} \tag{2.2}
\end{align*}
$$

where the first $N_{1}$ of the $N \nu$-fold integrations are taken over the region $\omega_{1}^{\prime}$, the next $N_{2}$ over $\omega_{2}^{\prime}$, and so on.

To obtain a lower bound on the integral in (2.2) we write

$$
\begin{equation*}
V=V^{\prime}+V^{\prime \prime} \tag{2.3}
\end{equation*}
$$

where $V^{\prime}$ is the contribution to the total potential energy from pairs of particles that are both in the same cell, and $V^{\prime \prime}$ is the contribution from pairs that are in different cells. If $V_{\text {max }}^{\prime \prime}$ is some upper bound on $V^{\prime \prime}$, then (2) implies


Fig. 2. Division of $\Omega$ into cells.

$$
\begin{align*}
\tilde{Z} \geq & \prod_{i}\left[\left(1 / N_{i}!\right)\left(m / 2 \pi \hbar^{2} \beta\right)^{\nu N_{i} / 2}\right] \\
& \times \int_{\omega^{\prime}} \cdots \int_{\omega^{\prime} u} e^{-\beta V^{\prime}-\beta V^{\prime \prime} \max } d \mathbf{x}_{1} \cdots d \mathbf{x}_{N} \\
= & {\left[\prod_{i} Z\left(N_{i}, \omega^{\prime}, \gamma\right)\right] e^{-\beta V^{\prime \prime} \max ^{2}}, } \tag{2.4}
\end{align*}
$$

where $Z\left(N_{i}, \omega^{\prime}, \gamma\right)$ is the partition function for $N_{i}$ particles in a cube $\omega^{\prime}$, of side $s$.

To obtain a lower bound on the exponential factor in (4) we consider the short- and long-range contributions separately, writing

$$
\begin{equation*}
V^{\prime \prime}=Q^{\prime \prime}+W^{\prime \prime} \tag{2.5}
\end{equation*}
$$

A convenient upper bound for $W^{\prime \prime}$, the long-range contribution to $V^{\prime \prime}$, is

$$
\begin{equation*}
W^{\prime \prime} \leq \sum_{i<i} N_{i} N_{i} w_{\max }\left(\mathrm{k}_{i i}\right) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{align*}
w_{\max }\left(\mathbf{k}_{i j}\right) \equiv \operatorname{Max}_{\substack{x \in \omega_{i} \\
\mathbf{y} \in \omega_{j}}} w(\mathbf{x} & -\mathbf{y}, \gamma) \\
& =\underset{\mathbf{r} \in \omega_{0}}{\operatorname{Max}} w\left(\mathbf{k}_{i j}+2 \mathbf{r}, \gamma\right) \tag{2.7}
\end{align*}
$$

where $\omega_{0}$ is a cube of side $(s+t)$ centered at the origin, and $\mathbf{k}_{i j}$ is the vector from the center of $\omega_{i}$ to that of $\omega_{i}$. For an upper bound on $Q^{\prime \prime}$, the shortrange contribution to $V^{\prime \prime}$, we may use the same method, in conjunction with the condition (1.20), and obtain, if $t>r_{0}$, the upper bound

$$
\begin{align*}
& Q^{\prime \prime} \leq D_{2} \sum_{i<i} N_{i} N_{i}\left(r_{i j, \mathrm{~min}}\right)^{-p-\epsilon} \\
& \quad=\frac{1}{2} D_{2} \sum_{i} N_{i} \sum_{i}^{\prime} N_{i}\left(r_{i i, \mathrm{~min}}\right)^{-\nu-\epsilon} \tag{2.8}
\end{align*}
$$

where $r_{i j, \text { min }}$ is the least distance from $\omega_{i}^{\prime}$ to $\omega_{i}^{\prime}$ and $\sum_{i}^{\prime}$ means a sum with the $j=\mathrm{i}$ term omitted. To estimate this last sum we may group the cubes $\omega_{i}^{\prime}$ into shells centered on $\omega_{i}^{\prime}$. The first shell contains
$3^{y}-1$ cubes, all points of which are a distance at least $t$ from all points of $\omega_{i}^{\prime}$, the next shell contains $5^{\nu}-3^{\nu}$ cubes, each one at least $2 t+s$ from $\omega_{i}^{\prime}$; and so on. Writing also $N_{\text {max }}$ for the maximum value of $N_{i}$, we obtain

$$
\begin{align*}
Q^{\prime \prime} \leq & \frac{1}{2} D_{2} \\
& \sum_{i} N_{i} \sum_{n=1}^{\infty} N_{\max }\left[(2 n+1)^{v}\right. \\
& \left.\quad-(2 n-1)^{\eta}\right] /(n t+(n-1) s)^{p+!}  \tag{2.9}\\
& \leq \frac{1}{2} D_{2} N N_{\max } J_{v} t^{\nu-!}
\end{align*}
$$

where
$J_{\nu} \equiv \sum_{n=1}^{\infty} n^{-r-x}\left[(2 n+1)^{\nu}-(2 n-1)^{\nu}\right]<\infty$.
Substituting (9) and (6) into (5), (4), and (2), we obtain

$$
\begin{align*}
& A(N, \Omega, \gamma) \leq \sum_{i} A\left(N_{i}, \omega^{\prime}, \gamma\right) \\
& \quad+\sum_{i<i} N_{i} N_{i} w_{\max }\left(\mathrm{k}_{i j}\right)+\frac{1}{2} D_{2} J_{\gamma} N N_{\max } t^{-\gamma-\epsilon} \tag{2.11}
\end{align*}
$$

where $A(N, \Omega, \gamma)$ is defined in (1.10). The upper bound (11) holds for any choice of $N_{1}, N_{2}, \cdots N_{M}$ whose sum is $N$, and in particular for the choice which minimizes the right side.

To obtain an upper bound on the thermodynamic free energy in the van der Waals limit, we apply the triple limit process described in Sec. 1 to the inequality (11). This is simplest for the case where all of $N_{1}, N_{2} \cdots N_{M}$ are equal:

$$
\begin{equation*}
N_{1}=N_{2}=\cdots=N_{M}=\rho(s+t)^{\nu} . \tag{2.12}
\end{equation*}
$$

Replacing $\sum_{i<j}$ in (2.11) by $\frac{1}{2} \sum_{i} \sum_{i}^{\prime}$ and dividing both sides by $\Omega$ we obtain

$$
\begin{align*}
& A(\rho \Omega, \Omega, \gamma) / \Omega \leq[M / \Omega] A\left(\rho(s+t)^{\gamma}, \omega^{\prime}, \gamma\right) \\
& \quad+\frac{1}{2}\left[\rho^{2}(s+t)^{2 \gamma} / \Omega\right] \sum_{i} \sum_{i}^{\prime} w_{\max }\left(\mathbf{k}_{i j}\right) \\
& \quad+\frac{1}{2} D_{2} J_{\nu} \rho^{2}(s+t)^{\prime} t^{-\gamma-} . \tag{2.13}
\end{align*}
$$

To take the limit $\Omega \rightarrow \infty$ we require the following lemma:
$\lim _{\mathrm{B} \rightarrow \infty} 1 / M \sum_{i} \sum_{i}^{\prime} w_{\max }\left(\mathbf{k}_{i j}\right)=\sum_{\mathbf{k}}^{\prime} w_{\max }(\mathbf{k})$
where $\sum_{k}^{\prime}$ is an infinite sum over the complete infinite lattice of possible vectors $\mathbf{k}_{i j}$ except $\mathbf{k}=0$. To prove (14) it is sufficient to show that the difference between its two sides vanishes. This difference can be written as the limiting value, for large $M$, of the expression

$$
\begin{equation*}
1 / M \sum_{i} \sum_{j}^{\prime \prime} w_{\max }\left(\mathbf{k}_{i j}\right) \tag{2.15}
\end{equation*}
$$

with $\sum_{i}^{\prime \prime}$ meaning the sum over an infinite network of cells outside $\Omega$, continuing the pattern established by the cells inside $\Omega$, but not including the cells inside $\Omega$. Let $\delta$ be any small positive number. By (1.6) and (1.21a), the infinite sum on the right of (14) converges absolutely, and therefore we can find a number $\sigma$ such that

$$
\begin{equation*}
\sum_{|\mathbf{k}|>\sigma}^{\prime}\left|w_{\max }(\mathbf{k})\right|<\frac{1}{2} \delta . \tag{2.16}
\end{equation*}
$$

The sum over $i$ in (15) may be divided into two parts, the first part including all those cells whose distance from the boundary of $\Omega$ is greater than $\sigma$, and the second, those for which it is not. For each value of $i$ in the first part of the $i$-summation, the sum over $j$ covers only a subset of the values of $k$ covered in the sum (15), and hence this part of the $i$-summation contributes at most $\frac{1}{2} \delta$ to the expression (16). In the second part of the $i$-summation, the number of terms is at most $\left[\Omega-\left(\Omega^{1 / \nu}-2 \sigma\right)^{\nu}\right] /(s+t)^{\nu}$, and this number does not exceed $2 \nu \sigma \Omega^{1-1 / \nu}(s+t)^{-\nu}$ because
$x^{\prime}-y^{\prime} \leq \nu x^{\nu-1}(x-y) \quad$ if $\quad x \geq y \geq 0$.
Consequently, by (1), the second part of the $i$-summation contributes to the expression (15) an amount not exceeding $2 \nu \sigma \Omega^{-1 / \nu} \sum^{\prime}\left|w_{\max }(\mathbf{k})\right|$, which can be made $<\frac{1}{2} \delta$ by making $\Omega$ large enough. Thus the complete expression (15) is less than $\delta$ for all large $\Omega$, and since $\delta$ is arbitrarily small, the result (14) follows from the definition of a limit, Q.E.D.

Taking the thermodynamic limit of (13) with the help of (1) and (14) we obtain

$$
\begin{align*}
a(\rho, \gamma) \leq A(\rho(s & \left.+t)^{\nu}, \omega^{\prime}, \gamma\right) /(s+t)^{\nu} \\
& +\frac{1}{2} \rho^{2}(s+t)^{\gamma} \sum_{\mathbf{k}}^{\prime} w_{\max }(\mathbf{k}) \\
& +\frac{1}{2} D_{2} J_{\nu} \rho^{2}(s+t)^{\nu} / t^{\nu+e} \tag{2.18}
\end{align*}
$$

The second limiting process is the van der Waals limit $\gamma \rightarrow 0$. To evaluate the van der Waals limit of the middle term on the right in (18) we substitute from (7) and (1.6), obtaining
$(s+t)^{\nu} \sum_{\mathbf{k}}^{\prime} w_{\max }(\mathbf{k})=2^{-\nu} \sum_{\mathbf{n}}^{\prime} \Delta \operatorname{Max}_{\mathbf{x} \in \Delta_{\mathbf{n}}} \varphi(\mathbf{x})$
where the sum goes over all nonzero vectors n with integer components. $\Delta_{\mathrm{n}}$ stands for the cube of side $2 \gamma(s+t)$ centered at the point $\gamma(s+t) \mathbf{n}$ with its sides parallel to those of $\Omega$, and $\Delta \equiv 2^{\nu} \gamma^{\nu}(s+t)^{v}$ is the volume of one of the cubes $\Delta_{n}$. The network of overlapping cubes $\Delta_{n}$ can be disentangled into $2^{\prime \prime}$ separate nonoverlapping networks, each of them just filling $\nu$-dimensional space (except for one net-
work where the cube centered on the origin is missing). In the limit $\gamma \rightarrow 0$ these networks become infinitesimally fine and, by Riemann's definition of an integral, ${ }^{8}$ the contribution of each of them to the second sum in (19) tends to $\int \varphi(\mathbf{x}) d \mathbf{x}$; the van der Waals limit of (2.19) is therefore

$$
\begin{equation*}
(s+t)^{\nu} \lim _{\gamma \rightarrow 0} \sum_{\mathbf{k}}^{\prime} w_{\max }(\mathbf{k})=\int \varphi(\mathbf{x}) d \mathbf{x} \equiv \alpha . \tag{2.20}
\end{equation*}
$$

Using this result, and also (1.15), in (18) we obtain

$$
\begin{gather*}
a(\rho, 0+) \leq A^{0}\left(\rho(s+t)^{\nu}, \omega^{\prime}\right) /(s+t)^{\nu}+\frac{1}{2} \rho^{2} \alpha \\
+\frac{1}{2} D_{2} J_{v} \rho^{2}(s+t)^{\nu} / t^{\nu+\epsilon} . \tag{2.21}
\end{gather*}
$$

The final limiting process is to make the cell size infinite by making $s \rightarrow \infty$. As Fisher has shown ${ }^{7}$ the last term in (21), which represents the shortrange interactions between cells, can be eliminated if we make $t$ depend on $s$ in such a way that

$$
\begin{equation*}
t / s \rightarrow 0 \text { and } s^{v} / t^{p+\epsilon} \rightarrow 0 \text { as } s \rightarrow \infty . \tag{2.22}
\end{equation*}
$$

This can be done, for example, by making $t \propto s^{n}$ where $\eta$ is a constant satisfying

$$
\begin{equation*}
\nu /(\nu+\epsilon)<\eta<1 \tag{2.23}
\end{equation*}
$$

Applying this limit on both sides of (21) and using the continuity of $a^{0}(\rho)$, we obtain, since the volume of the cell $\omega^{\prime}$ is $s^{\prime \prime}$,

$$
\begin{equation*}
a(\rho, 0+) \leq a^{0}(\rho)+\frac{1}{2} \rho^{2} \alpha . \tag{2.24}
\end{equation*}
$$

That is, in the van der Waals limit the increase in free-energy density brought about by introducing a Kac potential into a system with short-range forces cannot exceed the increase that one would calculate by treating the particles as a smoothed-out uniform medium.

The result (2.24) can be strengthened in some cases by using the fact ${ }^{7,9}$ that $a(\rho, \gamma)$ is a convex function ${ }^{10}$ of $\rho$, so that $a(\rho, 0+)$, being the limit of a sequence of convex functions, is also convex. Because of this (2.24) implies

$$
\begin{equation*}
a(\rho, 0+) \leq \operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{2.25}
\end{equation*}
$$

where CE $\{f(\rho)\}$ means, for any function $f(\rho)$, the convex envelope of that function, defined as the maximal convex function not exceeding $f$ :

[^88]$\operatorname{CE}\{f(\rho)\} \equiv \operatorname{Max} \phi(\rho) \quad$ for each value of $\rho$
\[

\left\{$$
\begin{array}{lll}
\phi(\cdot) &  \tag{2.26}\\
\phi(\cdot) & \text { is convex } \\
\phi(\xi) & \leq f(\xi) & \text { for all } \\
\xi
\end{array}
$$\right\}
\]

Since the maximum of any family of convex functions is ${ }^{11}$ itself convex, the function $\mathrm{CE}\{f(\rho)\}$ is convex. If $f(\rho)$ is convex, then CE $\{f(\rho)\}$ and $f(\rho)$ coincide; otherwise the graph of $\mathrm{CE}\{f(\rho)\}$ consists partly of convex segments of the graph of $f(\rho)$ and partly of segments of double tangents of this graph (Fig. 3). The construction of $\mathrm{CE}\{f(\rho)\}$ from $f(\rho)$ is sometimes called the double tangent construction.
It will be shown in Sec. VI that the replacement of $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$ by its convex envelope is equivalent to the replacement of van der Waals' equation of state by Maxwell's modification (1.2).

## III. LOWER BOUNDS ON THE FREE ENERGY: NONNEGATIVE-DEFINITE KAC POTENTIALS

A lower bound on the free energy is most easily found when the shape function $\varphi(\mathbf{x})$ defining the Kac potential (1.6) is nonnegative definite: that is to say, when its $\nu$-dimensional Fourier transform

$$
\begin{equation*}
\Phi(\mathbf{p}) \equiv \int \varphi(\mathbf{x}) \exp (2 \pi i \mathbf{p} \cdot \mathbf{x}) d \mathbf{x} \tag{3.1}
\end{equation*}
$$

is nonnegative. In this case it is possible to find a lower bound $W_{\text {min }}$ on the long-range contribution

$$
\begin{align*}
& W \equiv \sum_{i<i} \gamma^{\prime} \varphi\left[\gamma\left(\mathbf{x}_{i}-\mathbf{x}_{i}\right)\right] \\
&=\frac{1}{2} \sum_{i} \sum_{i} \gamma^{v} \varphi\left[\gamma\left(\mathbf{x}_{i}-\mathbf{x}_{i}\right)\right]-\frac{1}{2} N \gamma^{\prime} \varphi(0)  \tag{3.2}\\
&
\end{align*}
$$

Fig. 3. A function $f(\rho)$ and its convex envelope.

[^89]to the total potential energy $V$, and by substituting such a lower bound into the basic definitions (1.10) and (1.11) we obtain
\[

$$
\begin{equation*}
A(N, \Omega, \gamma) \geq A^{0}(N, \Omega)+W_{\min } . \tag{3.3}
\end{equation*}
$$

\]

To find a suitable $W_{\text {min }}$ we substitute the Fourier inversion formula of (1) into (2), obtaining

$$
\begin{align*}
W= & -\frac{1}{2} N \gamma^{\prime} \varphi(0) \\
& +\frac{1}{2} \gamma^{\prime \prime} \int d \mathbf{p} \Phi(\mathbf{p})\left|\sum_{i=1}^{N} \exp \left(2 \pi i \gamma \mathbf{p} \cdot \mathbf{x}_{i}\right)\right|^{2} \tag{3.4}
\end{align*}
$$

for almost all configurations $x_{1} \cdots x_{N}$. The "exceptional" configurations for which formulas such as (3.4) may fail will be ignored since they form a set of zero measure and therefore do not affect the configurational integral in (1.11). Let $\delta$ be any positive number. Since $\Phi(p)$ is ${ }^{12}$ a continuous function of $p$, and $\Phi(0) \geq 0$, we can find a positive number $p_{0}$ (depending on $\delta$ ) such that

$$
\begin{equation*}
\Phi(\mathbf{p}) \geq(1-\delta) \Phi(0) \tag{3.5}
\end{equation*}
$$

whenever $p$ is inside a cube of side $2 p_{0}$ centered at the origin. Since $\Phi(p) \geq 0$ when $p$ is outside this cube, it follows from (4) that

$$
\begin{align*}
W+\frac{1}{2} N \gamma^{\prime} \varphi(0) & \geq \frac{1}{2}(1-\delta) \Phi(0) \gamma^{\prime} \\
& \times \int d \mathbf{p}\left|\Psi(\mathbf{p}) \sum_{j=1}^{N} \exp (2 \pi i \gamma \mathbf{p} \cdot \mathbf{x})\right|^{2} \tag{3.6}
\end{align*}
$$

where
$\Psi(\mathrm{p}) \stackrel{\equiv}{\equiv}\left\{\begin{array}{l}\prod_{n=1}^{\prime}\left(1-\left|p_{n}\right| / p_{0}\right) \text { if }\left|p_{n}\right|<p_{0} \text { for all } n, \\ 0 \quad \text { otherwise, }\end{array}\right.$
and $p_{1} \cdots p_{\nu}$ are the components of the vector $\mathbf{p}$. Applying Parseval's theorem to (6) we obtain

$$
\begin{align*}
W+\frac{1}{2} N \gamma^{\prime} \varphi(0) & \geq(1-\delta) \Phi(0) \frac{1}{2} \gamma^{\prime} \\
& \times \int d(\gamma \mathbf{x})\left\{\sum_{j=1}^{n} \psi\left[\gamma\left(\mathbf{x}-\mathbf{x}_{j}\right)\right]\right\}^{2} \tag{3.8}
\end{align*}
$$

where

$$
\begin{align*}
\psi(\mathbf{y}) & \equiv \int \Psi(\mathbf{p}) \exp (-2 \pi i \mathbf{p} \cdot \mathbf{y}) d \mathbf{p}  \tag{3.9}\\
& =\prod_{n=1}^{n} \frac{\sin ^{2}\left(\pi y_{n} p_{0}\right)}{\pi^{2} y_{n}^{2} p_{0}}
\end{align*}
$$

and $y_{1} \cdots y_{v}$ are the components of the vector $y$.
A lower bound on the integral in (8) can be obtained by confining the integration to a cube $\Omega^{*}$ concentric with $\Omega$ and similarly oriented but having

[^90]a side of length $\Omega^{1 / \nu}+l$ where $l$ is an arbitrary positive quantity. Applying the Schwartz inequality to the resulting integral and writing $\Omega^{*}$ for the volume of the cube $\Omega^{*}$ we obtain
\[

$$
\begin{align*}
& W+\frac{1}{2} N \gamma^{*} \varphi(0) \\
& \geq \frac{1}{2}(1-\delta) \Phi(0)\left[\sum_{i=1}^{N} \int_{\Omega *} \psi\left[\gamma\left(\mathbf{x}-\mathbf{x}_{i}\right)\right] d(\gamma \mathbf{x})\right]^{2} / \Omega^{*} \\
& \geq \frac{1}{2}(1-\delta) \Phi(0)\left[N \int_{\nu<\gamma \iota} \psi(\mathbf{y}) d \mathbf{y}\right]^{2} / \Omega^{*} \tag{3.10}
\end{align*}
$$
\]

since the integrand is nonnegative and every point $\mathbf{x}$ inside the sphere $\left|x-x_{i}\right|<l$ is also within $\Omega^{*}$.

Let us choose $l$ so that $l \rightarrow \infty$ and $l / \Omega^{1 / v} \rightarrow 0$ in the thermodynamic limit; for example, we may take $l \propto \Omega^{1 / 2 \nu}$. Then in this limit we have $\Omega^{*} / \Omega \rightarrow 1$ and $\int_{y_{<\gamma l}} \psi(\mathrm{y}) d \mathrm{y} \rightarrow 1$, and the lower bound on $W / \Omega$ implied by (10) has the thermodynamic limit $-\frac{1}{2} \rho \gamma^{"} \varphi(0)+\frac{1}{2}(1-\delta) \Phi(0) \rho^{2}$.

Since this result holds for arbitrarily small $\delta$, it is also true in the limit $\delta \rightarrow 0$; that is to say, there exists a sequence of lower bounds on $W$, call them $W_{\text {min }}$, with the property ${ }^{13}$

$$
\begin{align*}
\lim _{\mathrm{Q} \rightarrow \infty} W_{\mathrm{min}} / \Omega & =-\frac{1}{2} \rho \gamma^{\prime} \varphi(0)+\frac{1}{2} \Phi(0) \rho^{2}  \tag{3.11}\\
& =-\frac{1}{2} \rho \gamma^{\prime} \varphi(0)+\frac{1}{2} \alpha \rho^{2}
\end{align*}
$$

in the notation of (1.8).
This result enables us to take the thermodynamic limit of (3), obtaining

$$
\begin{equation*}
a(\rho, \gamma) \geq a^{0}(\rho)-\frac{1}{2} \rho \gamma^{\prime} \varphi(0)+\frac{1}{2} \alpha \rho^{2} \tag{3.12}
\end{equation*}
$$

for nonnegative-definite potentials. In the van der Waals limit this formula reduces to

$$
\begin{equation*}
a(\rho, 0+) \geq a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2} \tag{3.13}
\end{equation*}
$$

which when combined with (2.24) gives

$$
\begin{equation*}
a(\rho, 0+)=a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2} \tag{3.14}
\end{equation*}
$$

for nonnegative-definite Kac potentials.

## IV. LOWER BOUND ON THE FREE ENERGY: NONPOSITIVE KAC POTENTIALS

Another case where a lower bound on the free energy can be found fairly easily arises when the Kac potential is nonpositive; that is when

$$
\begin{equation*}
\varphi(\mathrm{x}) \leq 0 \text { for all } \mathrm{x} . \tag{4.1}
\end{equation*}
$$

In this case it is again necessary to divide the cube $\Omega$ into cubical cells $\omega_{1} \cdots \omega_{M}$, each of side $s+i$

[^91](see Fig. 2). The definition (1.11) of the partition function may be written
\[

$$
\begin{equation*}
Z(N, \Omega, \gamma)=\sum_{N_{1}, N_{M}} Z\left(N_{1}, \cdots, N_{M}\right) \tag{4.2}
\end{equation*}
$$

\]

where the sum is over all sets of $M$ nonnegative integers adding up to $N$ and $Z\left(N_{1}, \cdots, N_{M}\right)$ means the contribution to (1.11) from configurations with exactly $N_{i}$ particles in cell $\omega_{i}(i=1,2 \cdots M)$. Since there are $(N+M-1)!/ N!(M-1)!$ terms in the sum it has the upper bound

$$
\begin{align*}
Z(N, \Omega, \gamma) \leq & {[(N+M-1)!/ N!(M-1)!] } \\
& \times \underset{N_{1} \cdots N_{M}}{\operatorname{Max}^{2}} Z\left(N_{1}, \cdots, N_{M}\right) \tag{4.3}
\end{align*}
$$

the maximum being taken over all sets of nonnegative integers $N_{1} \cdots N_{M}$ which add up to $N$. The combinatorial argument which led to (2.2) gives, when applied to $Z\left(N_{1}, \cdots, N_{M}\right)$, the formula

$$
\begin{gather*}
Z\left(N_{1}, \cdots, N_{M}\right)=\prod_{i}\left[\left(1 / N_{i}!\right)\left(m / 2 \pi \hbar^{2} \beta\right)^{\nu V_{i} / 2}\right] \\
\times \int_{w_{1}} \cdots \int_{w_{M}} e^{-\beta V} d \mathbf{x}_{1} \cdots d \mathbf{x}_{N} \tag{4.4}
\end{gather*}
$$

where the first $N_{1}$ of the $N$ integrations are over the cell $\omega_{1}$, [not $\omega_{i}^{\prime}$ as in (2.2)] the next $N_{2}$ over $\omega_{2}$, and so on.

To obtain an upper bound on the integral in (4) we separate the potential energy $V$ into three parts:

$$
\begin{equation*}
V=Q^{\prime}+\widetilde{Q}+W \tag{4.5}
\end{equation*}
$$

where $Q^{\prime}$ is the contribution to $V$ from short-range interactions between particles that are in the same cell, $\widetilde{Q}$ the contribution from short-range interactions between particles that are in different cells, and $W$ is the total contribution from long-range interactions. If $\widetilde{Q}_{\text {min }}$ and $W_{\text {min }}$ are lower bounds on $\widetilde{Q}$ and $W$, then (4) and (5) lead to the inequality, analogous to (2.4),

$$
\begin{align*}
Z\left(N_{1}, \cdots, N_{M}\right) & \leq\left\{\prod_{i} Z^{0}\left(N_{i}, \omega\right)\right\} \\
& \times \exp \left[-\left(\widetilde{Q}_{\min }+W_{\min }\right) / k T\right] \tag{4.6}
\end{align*}
$$

where $Z^{0}\left(N_{i}, \omega\right)$ is the partition function for $N_{i}$ particles of the reference system in a cube of side $s+t$.

To find a suitable lower bound on $\widetilde{Q}$, we split it into two parts:

$$
\begin{equation*}
\widetilde{Q}=Q^{\prime \prime}+Q^{\prime \prime \prime} \tag{4.7}
\end{equation*}
$$

where $Q^{\prime \prime}$ is, as in (2.5), the contribution to $\tilde{Q}$ from pairs of particles whose centers are both within the inner cells of side $s$ denoted by $\omega_{i}^{\prime}(i=1,2 \cdots M)$ in Sec. 2, and $Q^{\prime \prime \prime}$ is the contribution of pairs of
particles, at least one of which is in the "corridor" consisting of points that are not in any of the $\omega_{i}^{\prime}$ (see Fig. 2). The argument used to prove (2.9) proves at the same time that

$$
\begin{equation*}
Q^{\prime \prime} \geq-\frac{1}{2} D_{2} N N_{\max } J_{\nu} t^{-\nu-\epsilon} \tag{4.8}
\end{equation*}
$$

The contribution $Q^{\prime \prime \prime}$ has the lower bound

$$
\begin{equation*}
Q^{\prime \prime \prime} \geq-N_{\text {oorr }} \Phi^{\prime} \tag{4.9}
\end{equation*}
$$

where $-\Phi^{\prime}$ is a lower bound on the interaction of a given particle with all its neighbors, whose existence is a consequence ${ }^{14}$ of (1.20), and $N_{\text {corr }}$ is the number of particles in the corridor. It can be shown ${ }^{16}$ that the number of particles in a given region, multiplied by the reciprocal close-packing density $\rho_{\mathrm{o}}^{-1}$, does not exceed the volume occupied by all points whose distance from the region is at most $r_{0}$. Hence, $N_{\max }$ and $N_{\text {oorr }}$ have (provided $s \geq 2 r_{0}$, the upper bounds

$$
\begin{align*}
N_{\max } \rho_{o}^{-1} & <\left(s+2 r_{0}\right)^{\prime}  \tag{4.10}\\
N_{\text {corr }} \rho_{0}^{-1} \leq & \leq\left(\Omega^{1 / \eta}+2 r_{0}\right)^{\prime}-M\left(s-2 r_{0}\right)^{\prime} \\
= & M\left\{\left(s+t+2 r_{0} M^{-1 / \eta}\right)^{\nu}-\left(s-2 r_{0}\right)^{\prime}\right\} \\
\leq & \nu M\left(s+t+2 r_{0} M^{-1 / \eta}\right)^{\nu-1} \\
& \quad \times\left[t+2 r_{0}\left(1+M^{-1 / \eta}\right)\right] \tag{4.11}
\end{align*}
$$

by (2.1) and (2.17).
Substituting (10) and (11) into (7), (8), and (9), we obtain

$$
\begin{equation*}
\bar{Q} \geq \tilde{Q}_{\min } \tag{4.12}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{Q}_{\mathrm{min}}=-\frac{1}{2} D_{2} N \rho_{0}\left(s+2 r_{0}\right)^{\prime} J_{\nu} t^{->-\epsilon} \\
&-\rho_{0} \nu M\left(s+t+2 r_{0} M^{-1 / \eta}\right)^{,-1} \\
& \times\left[t+2 r_{0}\left(1+M^{-1 / v}\right)\right] \Phi^{\prime} \tag{4.13}
\end{align*}
$$

The details of this formula are unimportant; all that is important is its behavior under the triple limiting process described in the introduction. This behavior is
$\lim _{\Omega \rightarrow \infty} \lim _{\gamma \rightarrow 0} \lim _{\Omega \rightarrow \infty}\left(\tilde{Q}_{\text {min }} / \Omega\right)$

$$
\begin{aligned}
=\lim _{s \rightarrow \infty} \lim _{\gamma \rightarrow 0}\{ & -\frac{1}{2} D_{2} \rho \rho_{0}\left(s+2 r_{0}\right)^{\prime} J_{\nu} t^{-r-} \\
& \left.-\nu(s+t)^{-1}\left(t+2 r_{0}\right) \Phi^{\prime}\right\}
\end{aligned}
$$

$$
\begin{equation*}
=0 \tag{4.14}
\end{equation*}
$$

by (2.1) and (2.22).

[^92]A simple lower bound on $W$, the total long-range interaction, is given by

$$
\begin{equation*}
W \geq \frac{1}{2} \sum_{i} \sum_{i} N_{i} N_{i} w_{\min }\left(\mathbf{k}_{i j}\right) \tag{4.15}
\end{equation*}
$$

where

$$
\begin{align*}
& w_{\min }\left(\mathbf{k}_{i j}\right) \\
& \equiv \operatorname{Min}_{\substack{\mathbf{x} \in \omega_{i} \\
\mathbf{y} \in \omega_{j}}} w(\mathbf{x}-\mathrm{y}, \gamma)=\operatorname{Min}_{\mathrm{r} \in \omega_{0}} w\left(\mathbf{k}_{i j}+2 \mathbf{r}, \gamma\right) . \tag{4.16}
\end{align*}
$$

the $\gamma$-dependence of $w_{\text {min }}(\mathbf{k})$ not being explicitly shown. These formulas are analogous to (2.6) and (2.7) but the $i=j$ terms are now included. Since $N_{i} N_{i} \leq \frac{1}{2} N_{i}^{2}+\frac{1}{2} N_{i}^{2}$, and $w_{\min }\left(\mathbf{k}_{i j}\right) \leq 0$ by (1), we may deduce from (4.15) the inequality

$$
\begin{align*}
& W \geq-\frac{1}{2} \sum_{i} \sum_{i}\left(\frac{1}{2} N_{i}^{2}+\frac{1}{2} N_{i}^{2}\right)\left|w_{\min }\left(\mathbf{k}_{i j}\right)\right| \\
&=-\frac{1}{2} \sum_{i} N_{i}^{2} \sum_{i}\left|w_{\min }\left(\mathbf{k}_{i j}\right)\right| \tag{4.17}
\end{align*}
$$

The sum over $j$ may be extended, without destroying the validity of (17), to include the infinite network of cells continuing outside $\Omega$ the pattern established inside it by the cells $\omega_{1} \cdots \omega_{M}$. In the notation of (2.14) the resulting inequality is $W \geq W_{\min }$ with

$$
\begin{equation*}
W_{\min }=\frac{1}{2} \sum_{i} N_{i}^{2} \sum_{\mathbf{k}} w_{\min }(\mathbf{k}) \tag{4.18}
\end{equation*}
$$

Substituting this into (6) and using (3) and (1.10), we obtain

$$
\begin{align*}
A(N, \Omega, \gamma) \geq & k T \log [N!(M-1)!/(N+M-1)!] \\
& +\operatorname{Min}_{N_{2} \cdots N_{M}} \sum_{i=1}^{M}\left\{A^{0}\left(N_{i}, \omega\right)\right. \\
& \left.+\frac{1}{2} N_{i}^{2} \sum_{\mathbf{k}} w_{\min }(\mathbf{k})\right\}+\widetilde{Q}_{\min } . \tag{4.19}
\end{align*}
$$

The second term on the right can be simplified by means of a simple property of the convex envelope of a function, defined in (2.27). This property is

$$
\begin{align*}
M^{-1} \sum_{i=1}^{M} f\left(N_{i}\right) & \geq M^{-1} \sum_{i} \operatorname{CE}\left\{f\left(N_{i}\right)\right\}  \tag{4.20}\\
& \geq \operatorname{CE}\left\{f\left(M^{-1} \sum_{i} N_{i}\right)\right\}
\end{align*}
$$

where the first inequality follows from the fact that CE $\{f\}$ is a lower bound on $f$, and the second from the fact that $\mathrm{CE}\{f\}$ is convex.

Using (4.20) in (4.19) we obtain

$$
\begin{align*}
A(N, \Omega, \gamma) & \geq k T \log [N!(M-1)!/(N+M-1)!] \\
& +M \operatorname{CE}\left\{A^{0}(N / M, \omega)\right. \\
& \left.+\frac{1}{2}(N / M)^{2} \sum_{k} w_{\min }(\mathbf{k})\right\}+\widetilde{Q}_{\text {min }} \tag{4.21}
\end{align*}
$$

where CE \{ \} is the convex envelope of the quantity in braces regarded as a function of $N / M$.

To apply the triple limiting process described in Sec I we first divide (4.21) by $\Omega$ and take the thermodynamic limit $\Omega \rightarrow \infty$, using Stirling's approximation for the factorials. In the notation of (1.13) the result is

$$
\begin{align*}
& a(\rho, \gamma) \geq-k T\left\{(s+t)^{-\nu} \log \left[1+\rho(s+t)^{\nu}\right]\right. \\
& \left.\quad+\rho \log \left[1+\rho^{-1}(s+t)^{-\nu}\right]\right\} \\
& \quad+\operatorname{CE}\left\{(s+t)^{-\nu} A^{0}\left(\rho(s+t)^{\nu}, \omega\right)\right. \\
& \left.\quad+\frac{1}{2} \rho^{2}(s+t)^{v} \sum w_{\min }(\mathbf{k})\right\}+\lim _{\Omega \rightarrow \infty} \tilde{Q}_{\min } / \Omega \tag{4.22}
\end{align*}
$$

since

$$
N / M=\rho \Omega / M=\rho(s+t)^{\nu} .
$$

In order to carry through the other two limit processes we require the following lemma:

Let $f_{n}(\xi)$ be a sequence of functions converging uniformly on an interval to $f(\xi)$ as $n \rightarrow \infty$; then we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{CE}\left\{f_{n}(\xi)\right\}=\operatorname{CE}\{f(\xi)\} . \tag{4.23}
\end{equation*}
$$

Proof: Given any $\delta>0$ there exists an $\mathfrak{N}$ such that for $n \geq \mathfrak{N},\left|f_{n}(\xi)-f(\xi)\right|<\delta$ for all $\xi$ in the interval. We then have from the definition (2.26) of the convex envelope

$$
\operatorname{CE}\left\{f_{n}(\xi)\right\} \geq \operatorname{CE}\{f(\xi)\}-\delta
$$

for all $\xi$ in the interval and $n \geq \mathfrak{\pi}$ since CE $\{f(\xi)\}-\delta$ is a convex function which is $\leq f_{n}(\xi)$. Similarly
$\operatorname{CE}\{f(\xi)\} \geq \operatorname{CE}\left\{f_{n}(\xi)\right\}-\delta$
for all $\xi$ in the interval and $n \geq \mathfrak{N}$.
Hence
$\left|\mathrm{CE}\left\{f_{n}(\xi)\right\}-\mathrm{CE}\{f(\xi)\}\right| \leq \delta$
for all $\xi$ in the interval and $n \geq \mathscr{N}$ which, since $\delta$ is arbitrary, proves the lemma. Q.E.D.

In our case we consider an interval, $0 \leq \rho \leq \rho_{1}<\rho_{\text {。 }}$ where $\rho_{1}$ is any density less than the close packing density $\rho_{0}$. Taking the limit $\gamma \rightarrow 0$ of (22) we obtain

$$
\begin{align*}
a(\rho, 0+) & \geq-k T\left\{(s+t)^{-y} \log \left[1+\rho(s+t)^{v}\right]\right. \\
& \left.+\rho \log \left[1+\rho^{-1}(s+t)^{-\nu}\right]\right\} \\
& +\operatorname{CE}\left\{(s+t)^{-\nu} A^{0}\left[\rho(s+t)^{v}, \omega\right]\right. \\
& \left.+\frac{1}{2} \alpha \rho^{2}\right\}+\lim _{\Omega \rightarrow \infty} \widetilde{Q}_{\min } / \Omega \tag{4.24}
\end{align*}
$$

since, by an argument like that which led to (2.20),

$$
(s+t)^{\boldsymbol{\gamma}} \lim _{\gamma \rightarrow 0} \sum_{\mathbf{k}} w_{\mathrm{min}}(\mathbf{k})=\int \varphi(\mathbf{x}) d \mathbf{x} \equiv \alpha
$$

and the convergence is uniform because the difference between the sum and the integral is independent of $\rho$. Finally, taking the limit $s \rightarrow \infty$, where the convergence is again uniform (Sec. 7 k of Ref. 7), and using (14), we obtain

$$
\begin{equation*}
a(\rho, 0+) \geq \operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{4.25}
\end{equation*}
$$

Combined with (2.25) this gives

$$
\begin{equation*}
a(\rho, 0+)=\operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{4.26}
\end{equation*}
$$

for nonpositive Kac potentials. The result obtained by Kac, Uhlenbeck, and Hemmer ${ }^{6}$ is an example of (4.26).

## V. LOWER BOUND TO THE FREE ENERGY: MORE GENERAL KAC POTENTIALS

When the Kac potential is neither nonnegativedefinite nor nonpositive, a lower bound can still be obtained, though the method is more complicated than before. We express $\Phi(\mathbf{p})$, the $\nu$-dimensional Fourier transform of $\varphi(\mathbf{x})$ defined in (3.1) as the sum of two parts

$$
\begin{equation*}
\Phi(\mathbf{p})=\Phi_{+}(\mathbf{p})+\Phi_{-}(\mathbf{p}) \tag{5.1}
\end{equation*}
$$

so chosen that

$$
\left.\begin{array}{c}
\Phi_{+}(\mathbf{p}) \geq 0 \text { for all } p,  \tag{5.2}\\
\Phi_{-}(0)=\underset{\mathbf{p}}{\operatorname{Min}} \Phi_{-}(\mathbf{p})=\underset{\mathbf{p}}{\min } \Phi(\mathbf{p}) \equiv \Phi_{\min }, \\
\int \Phi_{ \pm}(\mathbf{p}) d \mathbf{p}<\infty, \\
\Phi_{ \pm}(\mathbf{p}) \text { is continuous. }
\end{array}\right\}
$$

The inverse transforms of $\Phi_{+}(p)$ and $\Phi_{-}(p)$ will be denoted by $\varphi_{+}(x)$ and $\varphi_{-}(x)$ and we shall require also that $\varphi_{+}(\mathbf{x})$ and $\varphi_{-}(\mathbf{x})$ satisfy (1.21). These conditions can be satisfied (provided $d \Phi / d p_{n}>-\infty$ at $p=0$ ) by taking
$\Phi_{+}(\mathbf{p})= \begin{cases}{\left[\Phi(0)-\Phi_{\text {min }}\right]\left(1-p / p^{\prime}\right)^{n}} & \text { if } p \leq p^{\prime} \\ 0 & \text { if } p \geq p^{\prime}\end{cases}$
where $p^{\prime}$ is the smallest value of $p$ at which $\Phi(\mathbf{p})$ attains its minimum value $\Phi_{\text {min }}$ and $n$ is a positive integer ( $\geq 2$ ) chosen sufficiently large to make $\left(1-p / p^{\prime}\right)^{n} \leq\left[\Phi(p)-\Phi_{\min }\right] /\left[\Phi(0)-\Phi_{\text {min }}\right]$, for $p \leq p^{\prime}$. When $\Phi_{+}(\mathbf{p})$ is given by (3) $\varphi_{+}(\mathbf{x})$ can be computed explicitly and shown to satisfy (1.21), and hence so will $\varphi_{-}(\mathbf{x})$. [Even when $d \Phi / d p=-\infty$ at
$p=0$ there is every reason to believe that the division of $\Phi$ into $\Phi_{+}$and $\Phi_{-}$can be made in a way to satisfy all our conditions, provided $\varphi(\mathbf{x})$ satisfies (1.21).]

Since $\varphi_{+}(\mathbf{x})$ is a nonnegative-definite function its contribution to $W$, which may be written $W_{+}$, can be estimated by the method used in Sec. III. In analogy with (3.11), the result has the form $W_{+} \geq$ $W_{+, \text {min }}$ where

$$
\begin{equation*}
\lim _{\Omega \rightarrow \infty} W_{+, \min } / \Omega=-\frac{1}{2} \rho \gamma^{y} \varphi_{+}(0)+\frac{1}{2} \Phi_{+}(0) \rho^{2} \tag{5.4}
\end{equation*}
$$

The other contribution $W_{-}$has a lower bound analogous to (4.15)

$$
\begin{equation*}
W_{-} \geq \frac{1}{2} \sum_{i} \sum_{i} N_{i} N_{i} w_{-. \min }\left(\mathbf{k}_{i j}\right) \tag{5.5}
\end{equation*}
$$

where as in (4.16) $\mathbf{k}_{\boldsymbol{i}}$ is the position vector from the center of the cell $\omega_{i}$ to that of $\omega_{i}$, and

$$
\begin{align*}
w_{-, \min }\left(\mathbf{k}_{i j}\right) & \equiv \operatorname{Min}_{\substack{\mathbf{x} \in \omega_{i} \\
\mathbf{y} \in \omega_{j}}} w_{-}(\mathbf{x}-\mathbf{y}, \gamma)  \tag{5.6}\\
& =\operatorname{Min}_{\mathbf{r} \in \omega_{0}} w_{-}\left(\mathbf{k}_{i j}+2 \mathbf{r}, \gamma\right)
\end{align*}
$$

where $w_{-}(x, \gamma)=\gamma^{\nu} \varphi_{-}(\gamma x)$ and $\omega_{0}$ is a cube of side $s+t$ centered at the origin.

The quadratic form in (5) can be diagonalized using a Fourier transformation. We define the function

$$
\begin{equation*}
W(\mathbf{p}) \equiv \sum_{\mathbf{k}} w_{-, \min }(\mathbf{k}) \exp (2 \pi i \mathbf{p} \cdot \mathbf{k}) \tag{5.7}
\end{equation*}
$$

where the sum goes over all the different values taken by the vector $\mathbf{k}_{i j}$ as both $i$ and $j$ range over the values $1,2, \cdots M$. These values lie on a simple cubic lattice of spacing $s+t$ with a lattice point at the origin and are inside (not on the surface of) a cube of volume $2^{\nu} \Omega$ centered at the origin. The sum in (7) therefore covers just $\left[2 \Omega^{1 / \nu}(s+t)^{-1}-1\right]=$ $\left[2 M^{1 / \nu}-1\right]^{\nu} \equiv M^{\prime}$ lattice points. The function $W(\mathbf{p})$ is periodic in $\mathbf{p}$, the unit cell of the periodicity being a cube of side $(s+t)^{-1}$. Although the notation does not show it, $W(\mathbf{p})$ depends on $s+t, \gamma$, and $\Omega$ as well as on $\mathbf{p}$.

The inverse of (7) is

$$
\begin{equation*}
w_{-, \min }(\mathbf{k})=\left(M^{\prime}\right)^{-1} \sum_{\mathbf{p}} W(\mathbf{p}) \exp (-2 \pi i \mathbf{p} \cdot \mathbf{k}) \tag{5.8}
\end{equation*}
$$

where the sum goes over $M^{\prime}$ values of $p$ lying inside a cube of side $(s+t)^{-1}$ and on a lattice of spacing $\left(M^{\prime}\right)^{-1 / \nu}(s+t)^{-1}=\left[2 \Omega^{1 / \nu}-(s+t)^{-1}.\right]$ Substituting (8) into (5) and rearranging, we obtain

$$
\begin{equation*}
W_{-} \geq \frac{1}{2}\left(M^{\prime}\right)^{-1} \sum_{\mathbf{p}} W(\mathbf{p})|n(\mathbf{p})|^{2} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
n(\mathbf{p})=\sum_{i=1}^{M} N_{i} \exp \left(2 \pi i \mathbf{p} \cdot \mathbf{k}_{i}\right) \tag{5.10}
\end{equation*}
$$

and $\mathbf{k}_{i}$ is the position vector of the center of $\omega_{i}$. For a lower bound on the sum (9) we may replace $W(p)$ by its minimum value, obtaining

$$
\begin{align*}
W_{-} & \geq \frac{1}{2}\left(M^{\prime}\right)^{-1} \sum_{\mathrm{p}}|n(\mathrm{p})|^{2} \operatorname{Min}_{\mathrm{p}} W(\mathrm{p})  \tag{5.11}\\
& =\frac{1}{2} \sum_{i=1}^{M} N_{i}^{2} \operatorname{Min}_{\mathrm{p}} W(\mathrm{p}) .
\end{align*}
$$

Substituting this result into (4.6) and using (4.3) and (1.10) we obtain

$$
\begin{align*}
& A(N, \Omega, \gamma) \geq k T \log [N!(M-1)!/(N+M-1)!] \\
& \quad+\operatorname{Min}_{N_{2} \cdots N_{M}} \sum_{i=1}^{M}\left\{A^{0}\left(N_{i}, \omega\right)\right. \\
& \left.\quad+\frac{1}{2} N_{i}^{2} \operatorname{Min}_{p} W(\mathbf{p})\right\}+W_{+, \min }+\hat{Q}_{\min } \tag{5.12}
\end{align*}
$$

where $W_{+, \text {min }}$ satisfies (4).
The inequality (12) is very similar to (4.19) and the effect on it of the triple limit process can be studied by the method used for (4.19). The result, analogous to (4.25), is
$a(\rho, 0+) \geq \operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha_{-} \rho^{2}\right\}+\frac{1}{2} \alpha_{+} \rho^{2}$,
where

$$
\begin{align*}
\alpha_{+} & \equiv\left(2 / \rho^{2}\right) \lim _{x \rightarrow \infty} \lim _{\gamma \rightarrow 0} \lim _{\square \rightarrow \infty} W_{+, \mathrm{min}} / \Omega  \tag{5.14}\\
& =\Phi_{+}(0)
\end{align*}
$$

by (4), and

$$
\begin{equation*}
\alpha_{-} \equiv \lim _{s \rightarrow \infty} \lim _{\gamma \rightarrow 0} \lim _{\square \rightarrow \infty}(s+t)^{r} \operatorname{Min}_{p} W(p) \tag{5.15}
\end{equation*}
$$

The first step is to carry out the limit process $\Omega \rightarrow \infty$ in (15). It follows from the definition (7) that

$$
\begin{equation*}
\left|W(\mathbf{p})-\lim _{\mathrm{n} \rightarrow \infty} W(\mathbf{p})\right| \leq \sum\left|w_{-, \min }(\mathbf{k})\right| \tag{5.16}
\end{equation*}
$$

where the sum is over all lattice points $\mathbf{k}$ outside a cube of volume just less than $2^{\prime \prime} \Omega$ centered at the origin. This sum is independent of $p$, and because of (1.21) it tends to zero as $\Omega \rightarrow \infty$. Therefore $W(p)$ approaches its limit, as $\Omega \rightarrow \infty$ uniformly in $p$, so that

$$
\begin{align*}
\lim _{p \rightarrow \infty} \operatorname{Min}_{p} W(p) & =\operatorname{Min}_{p} \lim _{n \rightarrow \infty} W(p)  \tag{5.17}\\
& =\operatorname{Min}_{p} \sum(p, \gamma)
\end{align*}
$$

where

$$
\begin{equation*}
\Sigma(\mathbf{p}, \gamma) \equiv \sum_{\mathbf{k}} w_{-, \operatorname{man}}(\mathrm{k}) \exp (2 \pi i \mathbf{p} \cdot \mathbf{k}) \tag{5.18}
\end{equation*}
$$

the sum going over an infinite lattice with spacing $s+t$.
To study the effect of the next limit process, $\gamma \rightarrow 0$, we consider separately the cases where $\mathbf{p}$ is inside and outside a cube $\Gamma$ of side $2 p_{0}$ centered at the origin. The dependence of $p_{0}$ on $\gamma$ will be chosen so that in the limit $\gamma \rightarrow 0$ the sum (18) may be replaced by an integral if $p \in \Gamma$ and by zero otherwise.

By writing $\gamma \mathbf{q}$ for $\mathbf{p}$ and $\mathbf{x}$ for $\gamma \mathbf{k}$ in (18), and using an argument similar to that which gave (2.20), we find that

$$
\begin{align*}
(s+t)^{\prime} \lim _{\gamma \rightarrow 0} \sum & \left(\gamma \mathbf{q}^{\prime} \gamma\right) \\
& =\int \varphi_{-}(\mathbf{x}) \exp (2 \pi i \mathbf{q} \cdot \mathbf{x}) d \mathbf{x}  \tag{5.19}\\
& =\Phi_{-}(\mathbf{q})
\end{align*}
$$

In order to use this result in (15), we must show also that the convergence to the limit is uniform provided $\gamma q \in \Gamma$. To do this we use the definitions (3.1), (1.6), (18), and (6), to obtain the estimate

$$
\begin{aligned}
& \left|\Phi(\mathbf{p} / \gamma)-(s+t)^{\prime} \sum(\mathbf{p}, \gamma)\right| \\
& =\mid \sum_{\mathbf{k}} \int_{\omega_{0}} e^{2 \times i \mathrm{p} \cdot \mathrm{k}}\left[e^{2 \times i \mathrm{~s} *} w_{-}(\mathbf{k}+\mathbf{y}, \gamma)\right. \\
& \left.\quad-\operatorname{Min}_{z \in w_{0}} w_{-}(\mathbf{k}+2 \mathrm{z}, \gamma)\right] d y \mid \\
& \leq \\
& \quad \sum_{\mathbf{k}} \int_{\omega_{0}}\left\{\left|e^{2 \pi i p \cdot y}-1\right|\left|w_{-}(\mathbf{k}+\mathbf{y}, \gamma)\right|\right. \\
& \left.\quad+\left|w_{-}(\mathbf{k}+\mathbf{y}, \gamma)-\operatorname{Min}_{z \in \omega_{0}} w_{-}(\mathbf{k}+2 z, \gamma)\right|\right\} d \mathbf{y}
\end{aligned}
$$

$$
\begin{align*}
\leq & \pi v p_{0}(s+t) \int\left|w_{-}(\mathbf{x}, \gamma)\right| d \mathbf{x}  \tag{5.20}\\
& +\left|\int w_{-}(\mathbf{x}, \gamma) d \mathbf{x}-(s+t)^{\prime} \sum_{k} w_{-,, \mathrm{mia}}(\mathbf{k})\right|
\end{align*}
$$

Since we have required that $\int\left|\varphi_{-}(y)\right| d y<\infty$, the first part of the last member of (20) tends to zero with $\gamma$ provided that

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} p_{0}=0 \tag{5.21}
\end{equation*}
$$

The second part also tends to zero with $\gamma$, as in the argument leading to (2.20), because of the Riemann integrability of $\varphi_{\sim}$. Since both parts are independent of $p$, the convergence to the limit in (19) is indeed uniform for $\gamma q \in \Gamma$, and it follows that

$$
\begin{align*}
(s+t)^{\gamma} \lim _{\gamma \rightarrow 0} \min _{p \in \Gamma} \sum(p, \gamma) & =\lim _{\gamma \rightarrow 0} \operatorname{Min}_{p \in \Gamma} \Phi_{-}(p / \gamma) \\
& =\operatorname{Min}_{q} \Phi_{-}(\mathbf{q}) \equiv \Phi_{-}(0) \tag{5.22}
\end{align*}
$$

by (2), provided $\lim _{\gamma \rightarrow 0} p_{0} / \gamma=\infty$.
To complete the estimates of $\operatorname{Min} \sum(p, \gamma)$ for (18) we must also find a lower bound for $\sum(p, \gamma)$ with $p$ outside $\Gamma$. Whenever $p$ is outside $\Gamma$, we can find a direction parallel to an edge of the cube $\Gamma$ such that the component of $p$ along this direction exceeds $p_{0}$. If 1 denotes a vector of length $s+t$ along this direction we therefore have

$$
\begin{equation*}
p_{0}(s+t) \leq \mathrm{p} \cdot \mathrm{l} \leq \frac{1}{2} \tag{5.23}
\end{equation*}
$$

the second inequality being a consequence of the fact [see (8)] that all the allowed values of $p$ lie inside a cube of side $(s+t)^{-1}$ centered at the origin. On multiplying both sides of (18) by $1-$ $\exp (2 \pi i \mathrm{p} \cdot 1)$ and taking absolute values, we obtain, since $\|=s+t$,

$$
\begin{align*}
& 2 \sin (\pi \mathrm{p} \cdot 1)\left|\sum(\mathbf{p} \cdot \gamma)\right| \\
& \quad=\left|\sum_{\mathbf{k}}\left[w_{-, \min }(\mathbf{k})-w_{-, \min }(\mathbf{k}-1)\right] \exp (2 \pi i \mathbf{p} \cdot \mathbf{k})\right| \\
& \leq \sum_{\mathbf{k}}\left|w_{-, \min }(\mathbf{k})-w_{-, \min }(\mathbf{k}-1)\right| \\
& \leq \sum_{\mathbf{k}} \operatorname{Max}_{\mathbf{x} \in \omega_{0}} w_{-}(\mathbf{k}+4 \mathbf{x}, \gamma) \\
& \quad \quad-\sum_{\mathbf{k}} \operatorname{Min}_{\mathbf{x} \in \omega_{0}} w_{-}(\mathbf{k}+4 \mathbf{x}, \gamma) \tag{5.24}
\end{align*}
$$

where $\omega_{0}$ denotes, as in (6), a cube of side $(s+t)$ centered at the origin. Applying once more an argument of the type which led to (2.20), we find that both sums in the last member of (24) tend to the same integral in the limit $\gamma \rightarrow 0$. Thus (24) can be written in the form

$$
\begin{equation*}
\left|\sum(\mathbf{p}, \gamma)\right| \leq \frac{1}{2}|\csc (\pi \mathbf{p} \cdot 1)| \delta(\gamma) \tag{5.25}
\end{equation*}
$$

where $\delta$ does not depend and on $p$ and tends to 0 with $\gamma$. Combining (23) and (25) we obtain
$\left|\sum(\mathbf{p}, \gamma)\right| \leq \delta(\gamma) / 4 p_{0}(s+t) \quad$ for p outside $\Gamma$
since $\sin x \geq 2 x / \pi$ for $0 \leq x \leq \pi / 2$. Let us now choose $p_{0}$ in such a way that

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \delta(\gamma) / p_{0}=0 \tag{5.27}
\end{equation*}
$$

This is compatible with the previous requirements (5.21) and $\lim p_{0} / \gamma=\infty$; for example, the choice $p_{0} \propto[\gamma+\delta(\gamma)]^{\frac{1}{2}}$ satisfies all three requirements. Combining (27) and (26) we obtain

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \operatorname{Min}_{\text {Doutside } \Gamma} \sum(p, \gamma)=0 \tag{5.28}
\end{equation*}
$$

Combining (15) and (17) and then using (22) and (28), we obtain

$$
\begin{align*}
\alpha_{-} & =\lim _{s \rightarrow \infty} \lim _{\gamma \rightarrow 0}(s+t)^{p} \operatorname{Min}_{p} \sum(p, \gamma)  \tag{5.29}\\
& =\lim _{\theta \rightarrow \infty} \Phi_{-}(0)=\Phi_{-}(0)=\Phi_{\min } .
\end{align*}
$$

This completes the evaluation of $\alpha_{1}$.
Our main results (2.25) and (13) can be summarized in the formula

$$
\begin{align*}
\mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha_{-} \rho^{2}\right\} & +\frac{1}{2} \alpha_{+} \rho^{2} \leq a(\rho, 0+) \\
& \leq \mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{5.30}
\end{align*}
$$

From (30) we can find $a(\rho, 0+$ ) exactly provided the upper and lower bounds coincide. This can happen in two ways:
(i) Where $a^{0}(\rho)+\frac{1}{2} \alpha_{-} \rho^{2}$ coincides with its convex envelope, (e.g., if $\alpha_{-}=0$ ), the function $a^{0} \rho+\frac{1}{2} \alpha \rho^{2}$ does so too since $\alpha=\alpha_{+}+\alpha_{-} \geq \alpha_{-}$; thus (30) implies

$$
\begin{align*}
& a(\rho, 0+)=\operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\}=a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2} \\
& \text { if } a^{0}(\rho)+\frac{1}{2} \alpha_{-} \rho^{2}=\operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha_{-} \rho^{2}\right\} \tag{5.31}
\end{align*}
$$

In the special case $\alpha_{-}=0$ this reduces to (3.14).
(ii) If $\alpha_{+}=0$ then we have $\alpha=\alpha_{-}$so that (30) reduces to
$a(\rho, 0+)=\mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\}$ if $\alpha_{+}=0$.
The result (4.26) is a special case of this, since (4.1) implies $\Phi(0) \leq \Phi(\mathbf{p})$ for all $p$.

## VI. EQUATION OF STATE

For a system with finite $\gamma$, the thermodynamic pressure $p(\rho, \gamma)$ is given ${ }^{7,9}$ by

$$
\begin{align*}
p(\rho, \gamma)=-\partial\left(\rho^{-1}\right. & a(\rho, \gamma)) / \partial\left(\rho^{-1}\right) \\
& =\rho \partial a(\rho, \gamma) / \partial \rho-a(\rho, \gamma) \tag{6.1}
\end{align*}
$$

the differentiation being at constant $\gamma$ and also at constant $T$, although the dependence on $T$ is not explicit in the notation. Since $a(\rho, \gamma)$ is ${ }^{7, \theta}$ a convex function of $\rho$ at constant $\gamma$ the derivative on the right of (1) exists ${ }^{16}$ except on a countable set of values of $\rho$; it seems likely that this countable set is in fact empty but no proof is known.

Taking the limit $\gamma \rightarrow 0$ on both sides of (6.1) we obtain
$p(\rho, 0+)=\rho \lim _{\gamma \rightarrow 0} \partial a(\rho, \gamma) / \partial \rho-a(\rho, 0+)$.
To evaluate the right side of (2) we must show that the order of the operations $\gamma \rightarrow 0$ and $\partial / \partial \rho$
${ }^{16}$ Ref. 10, p. 94.
can be reversed. To this end we use the inequality ${ }^{17}$ for the right- and left-hand derivatives of a convex function

$$
\begin{align*}
{[a(\rho-\epsilon, \gamma)-a(\rho)] /(-\epsilon) } & \leq D_{-} a(\rho, \gamma) \\
& \leq D_{+} a(\rho, \gamma)  \tag{6.3}\\
& \leq[a(\rho+\epsilon, \gamma)-a(\rho)] / \epsilon
\end{align*}
$$

where

$$
\begin{equation*}
D_{\star} a(\rho, \gamma) \equiv \lim _{\epsilon \rightarrow 0}[a(\rho \pm \epsilon, \gamma)-a(\rho, \gamma)] /( \pm \epsilon) \tag{6.4}
\end{equation*}
$$

with $\epsilon$ an arbitrary positive number.
Taking the limit $\gamma \rightarrow 0$ on both sides of (3), followed by the limit $\epsilon \rightarrow 0$, we obtain

$$
\begin{align*}
D_{\_} a(\rho, 0+) & \leq \lim _{\gamma \rightarrow 0} D_{-} a(\rho, \gamma)  \tag{6.5}\\
& \leq \lim _{\gamma \rightarrow 0} D_{+} a(\rho, \gamma) \leq D_{+} a(\rho, 0+)
\end{align*}
$$

Hence if $a(\rho, 0+)$ is differentiable all four of these expressions are equal, so that $\lim _{\gamma \rightarrow 0} D_{ \pm} a(\rho, \gamma)$ exists and is equal to $d a(\rho, 0+) / d \rho$. Substituting this result into (2) we obtain

$$
\begin{equation*}
p(\rho, 0+)=(\rho d / d \rho-1) a(\rho, 0+) \tag{6.6}
\end{equation*}
$$

at all points where $a(\rho, 0+$ ) is differentiable. Equation (6) can be interpreted geometrically by the statement that $-p(\rho, 0+)$ is the place where the tangent at $\rho$ to the graph of $a(\rho, 0+)$ intercepts the $a$-axis.

Combining (6) with (5.31) or (5.32), we obtain

$$
\begin{equation*}
p(\rho, 0+)=(\rho d / d \rho-1) \mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{6.7}
\end{equation*}
$$

for all Kac potentials to which (5.31) or (5.32) applies, including nonnegative definite and nonpositive potentials.

If the graph of $a(\rho, 0+)=\operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\}$ has a straight segment (see Fig. 3) then the geometrical interpretation of (6) shows that $p(\rho, 0+)$ is constant along this straight segment; and the chemical potential $[a(\rho, 0+)+p(\rho, 0+)] / \rho=$ $d a(\rho, 0+) / d \rho$ is also constant. This behavior of the thermodynamic functions characterizes a first-order phase transition.

Since the straight portion of the graph $\mathrm{CE}\left\{a^{0}(\rho)+\right.$ $\left.\frac{1}{2} \alpha \rho^{2}\right\}$ touches the graph $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$ at both ends, the quantity

$$
\begin{equation*}
\tilde{p}_{v d w}(\rho) \equiv(\rho d / d \rho-1)\left(a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right) \tag{6.8}
\end{equation*}
$$

takes the same value, call it $p_{\text {sat }}$, at the two ends of the phase transition region. Moreover, if $\rho_{l}$ and

[^93]$\rho_{0}$ are the abscissas of the two points of contact, then we have
\[

$$
\begin{align*}
\int_{\rho,}^{\rho 1}\left[\tilde{p}_{v d w}(\rho)\right. & \left.-p_{s \mathrm{st}}\right] d\left(\rho^{-1}\right) \\
= & \left\{-\left[a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}+p_{\mathrm{sat}}\right] \rho^{-1}\right\}_{\rho_{*}}^{\rho_{2}}  \tag{6.9}\\
= & \left\{(d / d \rho)\left[a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right]\right\}_{\rho_{\dot{v}}}^{\rho}
\end{align*}
$$
\]

using (8) first as a definition of $\tilde{p}_{y d w}(\rho)$ and then to evaluate $p_{\mathrm{as} t}$. Since the slopes of the graph $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$ at the two points of contact are equal, the expression (9) vanishes. This shows that $\rho_{l}$ and $\rho_{v}$ are related to $\tilde{p}_{\text {vdw }}(\rho)$ by Maxwell's equal-area construction (Fig. 1). The replacement of $a^{0}(\rho)+$ $\frac{1}{2} \alpha \rho^{2}$ by its convex envelope is precisely equivalent to making Maxwell's modification (1.2) in the function $\tilde{p}_{\text {vd } w}(\rho)$ defined by (8).
For values of $\rho$ where the upper and lower bounds of $a(\rho, 0+)$, in (5.30) do not coincide we still obtain bounds on $\lim _{\gamma \rightarrow 0} \partial a(\rho, \gamma) / \partial \rho$ and hence on $p(\rho, 0+)$ by an argument due to Fisher ${ }^{18}$ : owing to the convexity of the graph of $a(\rho, 0+)$ its slope at $\rho=\rho_{0}$ must lie between the slopes of tangents to its upper bound crossing its lower bound at $\rho=\rho_{0}$.
A result similar to that obtained for the pressure holds also for the internal energy density

$$
\begin{equation*}
u(\beta, \rho, \gamma)=(\partial / \partial \beta)[\beta a(\beta, \rho, \gamma)] . \tag{6.10}
\end{equation*}
$$

Since $-\beta a(\beta, \rho, \gamma)$ is convex in $\beta$ we obtain, as in the derivation of (6),

$$
\begin{equation*}
u(\beta, \rho, 0+)=\partial / \partial \beta[\beta a(\beta, \rho, 0+)] . \tag{6.11}
\end{equation*}
$$

Unfortunately we have been unable to prove any similar general statements about the specific heat and compressibility which correspond to second derivatives of the free-energy density. At sufficiently low densities, however, one can show that all the density derivatives of $p(\rho, \gamma)$ approach the corresponding derivatives of $p(\rho, 0+$ ) by using Vitali's theorem together with the results of Lebowitz and Penrose ${ }^{19}$ for the convergence of virial expansions.

## VII. THE PAIR DISTRIBUTION FUNCTION

In order to understand better the effect of the Kac potential on possible phase transitions in the reference system and in the van der Waals system, it is useful to study the two-body distribution function. (In this section we do not aim at such a high standard of rigor as in the earlier sections.)

[^94]Instead of the usual two-body distribution function ${ }^{20} n_{2}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)$, we shall study its space average

$$
\begin{equation*}
\bar{n}_{2}(\mathbf{r}) \equiv \Omega^{-1} \int n_{2}(\mathbf{x}, \mathbf{x}+\mathbf{r}) d \mathbf{x} \tag{7.1}
\end{equation*}
$$

This distribution function when the system has $N$ particles in a box $\Omega$ and a Kac parameter $\gamma$ will be denoted by $\bar{n}_{2}(r ; N, \Omega, \gamma)$. This function can be determined from the formula ${ }^{21}$

$$
\begin{align*}
& \frac{1}{2} \int \bar{n}_{2}(\mathbf{r} ; N, \Omega, \gamma) q^{\prime}(\mathbf{r}) d \mathbf{r} \\
& \quad=(\partial / \partial \eta) \Omega^{-1} A\left[N, \Omega, \gamma, \eta q^{\prime}(\mathbf{r})\right]_{\eta=0} \tag{7.2}
\end{align*}
$$

which holds for arbitrary bounded functions $q^{\prime}(\mathbf{r})$. The integration may be taken over all space, since $\bar{n}_{2}(\mathrm{r} ; N, \Omega, \gamma)=0$ for large $r$. The symbol $A[N, \Omega$, $\gamma, \eta q^{\prime}(\mathbf{r})$ ] denotes the free energy analogous to (1.10) when the short-range interaction potential is not $q(\mathbf{r})$ but $q(\mathbf{r})+\eta q^{\prime}(\mathbf{r})$, and $\eta$ is a parameter. Taking the thermodynamic limit and then the van der Waals limit in (2) we obtain, provided all the relevant limits and the derivative exist,

$$
\begin{align*}
& \frac{1}{2} \int \bar{n}_{2}(\mathbf{r} ; \rho, 0+) q^{\prime}(\mathbf{r}) d \mathbf{r} \\
&=(\partial / \partial \eta) a\left[\rho, 0+, \eta q^{\prime}(\mathbf{r})\right]_{\eta-0} \tag{7.3}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{n}_{2}(\mathbf{r} ; \rho, 0+) \equiv \lim _{\gamma \rightarrow 0} \lim _{\Omega \rightarrow \infty} \bar{n}_{2}(\mathbf{r} ; \rho \Omega, \Omega, \gamma) \tag{7.4}
\end{equation*}
$$

and

$$
\begin{align*}
a[\rho, 0+, & \left.\eta q^{\prime}(\mathrm{r})\right] \\
& \equiv \lim _{\gamma \rightarrow 0} \lim _{\Omega \rightarrow \infty} A\left[\rho \Omega, \Omega, \gamma, \eta q^{\prime}(\mathrm{r})\right] / \Omega \tag{7.5}
\end{align*}
$$

The permutation of the limit operations $\gamma \rightarrow 0$ and $\Omega \rightarrow \infty$ with integration and differentiation in deriving (3) is justified on the left by Lebesgue's theorem. ${ }^{22}$ On the right it is justified [as in the argument based on (6.3) and (6.5)], by the convexity of $A\left[N, \Omega, \gamma, \eta q^{\prime}(\mathrm{r})\right]$ as a function of $\eta$. This convexity can be verified by calculating the second derivative of $A$ with respect to $\eta$. In a similar way we can obtain
$\frac{1}{2} \int \bar{n}_{2}^{0}(\mathrm{r} ; \rho) q^{\prime}(\mathrm{r}) d \mathrm{r}=(\partial / \partial \eta) a^{0}\left[\rho, \eta q^{\prime}(\mathrm{r})\right]_{\eta=0}$

[^95]where the superscript zero denotes quantities belonging to the reference system with a modified short-range potential $q(\mathbf{r})+\eta q^{\prime}(\mathrm{r})$. When the conditions of validity for our main result (5.31) or (5.32) are satisfied, (3) reduces to
\[

$$
\begin{align*}
& \frac{1}{2} \int \bar{n}_{2}(\mathbf{r} ; \rho, 0+) q^{\prime}(\mathbf{r}) d \mathbf{r} \\
& \quad=(\partial / \partial \eta) \operatorname{CE}\left\{a^{0}\left[\rho, \eta q^{\prime}(\mathbf{r})\right]+\frac{1}{2} \alpha \rho^{2}\right\}_{\eta=0} \tag{7.7}
\end{align*}
$$
\]

Two cases may be distinguished. In the first of these the graph of $a^{0}\left[\rho, \eta q^{\prime}(\mathbf{r})\right]+\frac{1}{2} \alpha \rho^{2}$ coincides with that of its convex envelope and so (7) combines with (6) to give
$\frac{1}{2} \int \bar{n}_{2}(\mathbf{r} ; \rho, 0+) q^{\prime}(\mathbf{r}) d \mathbf{r}=\frac{1}{2} \int \bar{n}_{2}^{0}(\mathbf{r}, \rho) q^{\prime}(\mathbf{r}) d \mathbf{r}$
which implies

$$
\begin{equation*}
\bar{n}_{2}(\mathbf{r} ; \rho, 0+)=\bar{n}_{2}^{0}(\mathbf{r}, \rho) \tag{7.9}
\end{equation*}
$$

since $q^{\prime}(\mathbf{r})$ is arbitrary. In this case, therefore, the Kac potential does not affect the distribution of pairs of particles, as one might expect from (1.8).

In the alternative case, where the graph of $a^{0}\left[\rho, \eta q^{\prime}(\mathbf{r})\right]+\frac{1}{2} \alpha \rho^{2}$ does not coincide with that of its convex envelope, the latter is a straight line touching the former at two places, say $\rho_{1}$ and $\rho_{2}$. Both $\rho_{1}$ and $\rho_{2}$ depend, in general, on $\eta$. The equation of this straight line may be written

$$
\begin{align*}
& \mathrm{CE}\left\{a^{0}\left[\rho, \eta q^{\prime}(\mathrm{r})\right]+\frac{1}{2} \alpha \rho^{2}\right\}=\left[\left(\rho-\rho_{1}\right) a_{2}\right. \\
& \left.\quad+\left(\rho_{2}-\rho\right) a_{1}\right]\left(\rho_{2}-\rho_{1}\right)^{-1}\left(\rho_{1}<\rho<\rho_{2}\right) \tag{7.10}
\end{align*}
$$

where
$a_{h} \equiv a^{0}\left[\rho_{h}, \eta q^{\prime}(\mathrm{r})\right]+\frac{1}{2} \alpha \rho_{h}^{2} \quad(h=1,2)$.
On substituting this into (7) and using (9), which applies when $\rho=\rho_{1}$ or $\rho=\rho_{2}$, we obtain

$$
\begin{gather*}
\frac{1}{2} \int \tilde{n}_{2}(\mathrm{r} ; \rho, 0+) q^{\prime}(\mathrm{r}) d \mathrm{r}=\frac{1}{2} \int\left[\frac{\rho-\rho_{1}}{\rho_{2}-\rho_{1}} \bar{n}_{2}^{0}\left(\mathrm{r} ; \rho_{2}\right)\right. \\
\left.+\frac{\rho_{2}-\rho}{\rho_{2}-\rho_{1}} \bar{n}_{2}^{0}\left(\mathrm{r}, \rho_{1}\right)\right] q^{\prime}(\mathrm{r}) d \mathrm{r} \tag{7.12}
\end{gather*}
$$

since

$$
\begin{align*}
& \frac{\partial}{\partial \rho_{1}}\left[\frac{\left(\rho-\rho_{1}\right) a_{2}+\left(\rho_{2}-\rho\right) a_{1}}{\rho_{2}-\rho_{1}}\right] \\
& \quad=\frac{\rho_{2}-\rho}{\left(\rho_{2}-\rho_{1}\right)^{2}}\left[a_{1}-a_{2}+\left(\rho_{2}-\rho_{1}\right) \frac{\partial}{\partial \rho_{1}} a_{1}\right] \\
& \quad=0, \text { etc. } \tag{7.13}
\end{align*}
$$

by virtue of the double tangent construction. [In Eq. (13) we are treating $\eta, \rho_{1}, \rho_{2}, \rho$ as independent
variables.] Since $q^{\prime}(\mathbf{r})$ is arbitrary, it follows from (12) that

$$
\begin{align*}
& \bar{n}_{2}(\mathrm{r} ; \rho, 0+)=\frac{\rho-\rho_{1}}{\rho_{2}-\rho_{1}} \bar{n}_{2}^{0}\left(\mathrm{r} ; \rho_{2}\right) \\
& \quad+\frac{\rho_{2}-\rho}{\rho_{2}-\rho_{1}} \bar{n}_{2}^{0}\left(r ; \rho_{2}\right), \quad\left(\rho_{1}<\rho<\rho_{2}\right) . \tag{7.14}
\end{align*}
$$

This equation can be interpreted ${ }^{23}$ to mean that two phases coexist whenever CE $\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\}<$ $a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}$; their pair distribution functions are $\bar{n}_{2}^{0}\left(\mathrm{r} ; \rho_{1}\right)$ and $\bar{n}_{2}^{0}\left(\mathrm{r} ; \rho_{2}\right)$, and their densities $\rho_{1}$ and $\rho_{2}$, respectively. This is consistent with the interpretation of a straight portion of the graph $a(\rho, 0+)$ as a first-order transition.
In interpreting the results (9) and (14) it should be remembered that their derivation involves the limit process $\gamma \rightarrow 0$; they therefore yield information only about values of $r$ small compared with the range $\gamma^{-1}$ of the Kac potential. For example, (14) implies a two-phase structure on a length scale $\ll \gamma^{-1}$ but not necessarily on a scale $\gg \gamma^{-1}$.

## VIII. SIMPLE UPPER BOUND ON $a(\rho, \gamma)$

Of the various upper and lower bounds on $a(\rho, \gamma)$ obtained in Sec. II to V, the only one simple enough to be useful for finite values of $\gamma$ is the lower bound (3.12) for nonnegative-definite Kac potentials. The other bounds are too unwieldy because they involve the network of cells $\omega_{1} \cdots \omega_{M}$.

A simple upper bound on $a(\rho, \gamma)$ can be obtained by a method due in essence to Gibbs. ${ }^{24}$ We rewrite (1.11) in the form

$$
\begin{equation*}
Z(N, \Omega, \gamma)=Z^{0}(N, \Omega)\left\langle e^{-\beta W}\right\rangle^{0} \tag{8.1}
\end{equation*}
$$

where $W$ is the long-range contribution to the potential energy and $\left\rangle^{0}\right.$ indicates a canonical average over the reference system. Since $e^{-\beta W}$ is convex we have by (1.6) and (7.1)

$$
\begin{align*}
\left\langle e^{-\beta W}\right\rangle^{0} & \geq \exp \langle-\beta W\rangle^{0} \\
& =\exp \left[-\frac{1}{2} \beta \iint \gamma^{\prime} \phi(\gamma \mathbf{r}) \tilde{n}_{2}^{0}(\mathbf{x}, \mathbf{x}+\mathbf{r}) d \mathbf{x} d \mathbf{r}\right] \tag{8.2}
\end{align*}
$$

Combining (1) and (2) and then taking the thermodynamic limit, we obtain

$$
\begin{equation*}
a(\rho, \gamma) \leq a^{0}(\rho)+\frac{1}{2} \gamma^{\prime} \int \varphi(\gamma \mathrm{r}) \tilde{n}_{2}^{0}(\mathrm{r} ; \rho) d \mathbf{r} \tag{8.3}
\end{equation*}
$$

[^96]where $\bar{n}_{2}^{0}$ is defined as in Sec. VII. This inequality may be strengthened in the manner used in going from (2.24) to (2.25), to give
$a(\rho, \gamma) \leq \operatorname{CE}\left\{a^{0}(\rho)+\frac{1}{2} \gamma^{\prime} \int \varphi(\gamma \mathbf{r}) \bar{n}_{2}^{0}(\mathbf{r} ; \rho) d \mathbf{r}\right\}$.
A system for which the right side of (8.4) can be evaluated is the one-dimensional system considered by Kac, Uhlenbeck, and Hemmer. ${ }^{6}$ In our notation it is defined by (1.4) and (1.5). For this system, the last term in (8.3) is essentially the Laplace transform of $\bar{n}_{2}^{0}$, and (8.4) becomes
\[

$$
\begin{align*}
& a(\rho, \gamma) \leq \operatorname{CE}\left\{a^{0}(\rho)\right. \\
& \left.\quad+\frac{1}{2} \alpha \rho \gamma\left[\left(1+\gamma \rho^{-1}-\gamma r_{0}\right) e^{\gamma r_{0}}-1\right]^{-1}\right\} \tag{8.5}
\end{align*}
$$
\]

with

$$
\begin{align*}
& a^{0}(\rho) \\
& \quad=\rho k T\left\{\log \left[\rho\left(1-\rho r_{0}\right)^{-1}\left(2 \pi \hbar^{2} / m k T\right)^{\frac{4}{4}}\right]-1\right\} . \tag{8.6}
\end{align*}
$$

In the van der Waals limit (5) reduces to (2.25).
The argument which led to (4) also applies to lattice gases. For example, if the short-range potential is taken as

$$
q(\mathbf{r})= \begin{cases}+\infty & \text { if } \mathbf{r}=0  \tag{8.7}\\ 0 & \text { if } \mathbf{r} \neq 0\end{cases}
$$

the part of the interaction potential which prevents more than one particle occupying any site, then $\bar{n}_{2}^{0}(\mathbf{r} ; \rho)$ vanishes for $\mathrm{r}=0$ and takes the value $\rho^{2}$ for $\mathbf{r} \neq 0$; consequently the lattice-gas analog of (4) leads to

$$
\begin{equation*}
a(\rho, \gamma) \leq \mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \rho^{2} \sum^{\prime} w(\mathbf{r}, \gamma)\right\} \tag{8.8}
\end{equation*}
$$

with

$$
\begin{equation*}
a^{0}(\rho)=k T[\rho \ln \rho+(1-\rho) \ln (1-\rho)] . \tag{8.9}
\end{equation*}
$$

The sum $\sum^{\prime}$ goes over the infinite lattice excluding $\mathbf{r}=0$.

## IX. DISCUSSION

We have shown that for a class of Kac potentials, including nonnegative-definite and nonpositive potentials, the thermodynamic free-energy density is given in the van der Waals limit by

$$
\begin{equation*}
a(\rho, 0+)=\mathrm{CE}\left\{a^{0}(\rho)+\frac{1}{2} \alpha \rho^{2}\right\} \tag{9.1}
\end{equation*}
$$

and the equation of state by Maxwell's modification of the corresponding van der Waals equation of state. If $\alpha<0$, the graph of $a(\rho, 0+)$ may have straight portions; these correspond to first-order phase transitions both in the thermodynamic prop-
erties and in the behavior of the pair distribution function for $r \ll \gamma^{-1}$. If $\alpha>0$ on the other hand, the graph of $a(\rho, 0+)$ cannot have a straight portion and thermodynamically the system can have no phase transition. A paradoxical situation arises if the reference system has a phase transition and $\alpha>0$; then by (7.9) the pair distribution function has the form characterizing a phase transition, yet there is no phase transition in the thermodynamic sense. The explanation is that the result (7.9), which indicates the coexistence of two phases, was obtained using the limit process $\gamma \rightarrow 0$ and may therefore be relied on only when $r \ll \gamma^{-1}$. On the other hand, the term $\frac{1}{2} \alpha \rho^{2}$ in $\alpha(\rho, 0+)$ indicates that on the length scale where the Kac potential operates (distances $\approx$ or $\gg \gamma^{-1}$ ) the system is uniform since there is no transition. It appears therefore, that the repulsive Kac potential causes the distinct liquid and gas phases of a normal first-order transition to break into droplets or froth whose chacteristic length is $\gg r_{0}$ but $\ll \gamma^{-1}$. This fact might possibly find a practical application.

Some of the results on which this paper is based can be generalized to quantum mechanics. The results of Sec. III generalize immediately to quantum mechanics, and so do those of Sec. II provided the boundary condition on the wavefunction is that it must vanish when the center of any particle touches the wall of the container. The main result of Sec. VIII also generalizes to quantum mechanics by virtue of Bogolyubov's inequality. ${ }^{25}$ On the other hand Sec. IV and V do not generalize so readily. Unfortunately this means that we can at present evaluate $a(\rho, 0+)$ rigorously only for nonnegativedefinite Kac potentials, which cannot produce a phase transition. Thus it remains to be shown that a van der Waals phase transition can occur in a quantum system.

The results of this paper can easily be generalized

[^97]to classical lattice gases. The proofs require only minor modifications, and the main results (5.31) and (5.32) are the same. Our results apply also to Ising spin systems since these are isomorphic to lattice gases. In this way the Bragg-Williams and Weiss theories can also be dealt with in a rigorous fashion. ${ }^{26}$
Another direction in which our results might be generalized is to weaken the conditions (1.20) and (1.21). For example, for nonnegative-definite Kac potentials the hard-core condition (1.20a) can be replaced by the condition $q(\mathbf{r})>$ const $r^{-r-6}$ for small $r$, which is sufficient ${ }^{7,9}$ to ensure the existence of $a^{0}(\rho)$ and $a(\rho, \gamma)$. For more general Kac potentials the hard-core condition plays no part in the upper bound on $a(\rho, 0+)$ but is used to restrict the number of particles in a cell when lower bound on $a(\rho, 0+)$ is obtained. Possibly a more refined argument could dispense with the hard-core condition altogether.

A more interesting extension of this work would be to study Kac potentials satisfying neither of the conditions (i) and (ii) given at the end of Sec. V. For these potentials upper and lower bounds on $a(\rho, 0+)$ do not coincide, and it is possible that the behavior of the system is more complicated than in the van der Waals theory. For example the Kac potential might bring about spatial ordering with a length scale $\boldsymbol{\gamma}^{-1}$. Finally from the physical point of view the most important extension of this work is to study the properties of the system when $\gamma$ is finite but small. This is now being carried out along several lines. ${ }^{27}$
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#### Abstract

Representations of discrete symmetry operators (DSO's) connected with space ( $\mathcal{P}$ ), time ( T ), and generalized charge ( $\mathbb{C}$ ) are considered. It is shown that if one writes a DSO as $\exp (i \pi \Omega) \times$ a phase transformation, then (under certain conditions on $\Omega s$ ) to each DSO there corresponds a set of $\Omega s$ which is closed with respect a Lie algebra, which is isomorphic to the Lie algebra of generators of rotation in an $n$-dimensional Euclidean space; where $n$ is the number of commuting observables that changes sign under this DSO in a given representation (e.g. linear momentum representation). In the particular case of the ( TCP ) operation, there are six $\Omega s$, of which two are diagonal, viz. the generalized charge $Q$, and spin projection along the $z$ axis $S z$; corresponding Euclidean group is four-dimensional. For the sake of completeness, the representations are also given for the following cases: (i) nonrelativistic quantum mechanics, (ii) quantum theory of free fields, in terms of field operators.


## I. INTRODUCTION

ONE of the aspects of discrete symmetries ${ }^{1}$ that has not been studied extensively has to do with their explicit representations; the principal reason for this is obviously the lack of immediate physical application. The study of explicit expressions for the representations of discrete symmetry operators (DOS's) in quantum mechanics has a twofold importance. Firstly, it helps in a systematic study of the subject; secondly, it is possible that such investigations may throw some new light on the connection between the discrete symmetries and the other observables. This is then the motivation for the present paper. Such expectation is not without foundation. For we know that given a local field theory which has the symmetry of proper inhomogeneous Lorentz group (Poincaré group), one obtains into the bargain TeP invariance if one quantizes this field theory keeping spin-statistics connection in mind. The concept of Tep implies the existence of concept of particles-antiparticles, which did not exist in the unquantized theory. It is therefore not frivolous to suggest that TeP may be connected with some other group of which generalized charge is one of the generators. As we shall find in Sec. IV, this is indeed the case.

To start with, in Sec. II the case of nonrelativistic quantum mechanics is considered.

[^99]In an earlier paper the author ${ }^{2}$ has given representations for various DSO's for free fields; however, these representations were in terms of creation and annihilation operators in linear and angular momentum representations. The representations involving the direct use of field operators, rather than their positive and negative frequency parts, have not however been extensively treated. ${ }^{3.4}$ The expressions for DSO's in terms of field operators are important for any extension to interacting fields; Sec. III is therefore devoted to finding explicit representations of DSO's for the Klein-Gordon (KG) and Dirac fields, in terms of field operators and their first derivatives.

Finally in Sec. IV an attempt is made to write down the symmetry operators in terms of (purely) algebraic relationships that exist between DSO's and the operators for observables that change sign under application of these DSO's. As the defining

[^100]table for the DSO's shows, there are just three such observables in the linear momentum representation, viz. $P, Q$, and $S z$. Let $n$ denote the number of observables that change sign under a particular DSO (the maximum is obviously three); then one finds that one can associate with this DSO $\frac{1}{2}(n+2)(n+1)-n$ "generators," which together with the $n$ "observables" satisfy a definite Lie algebra. This Lie algebra is the same as that satisfied by the generators of the rotation group in Euclidean $(n+2)$-space. For the particular case of the operation TCP in which spin and generalized charge change sign, the corresponding Lie algebra consists of 6 operators including $S z$ and $Q$; this algebra is isomorphic to the algebra of generators of rotation in Euclidean four-space. It appears that this fourspace is truly Euclidean so that the corresponding group is compact.

## II. DISCRETE SYMMETRY OPERATORS IN NONRELATIVISTIC QUANTUM MECHANICS

Within the scope of nonrelativistic mechanics, since there is no concept of an antiparticle, there is no operation of particle conjugation either, though formally the equations are invariant under the change of sign of the electric charge. The nonexistence of the operator for charge conjugation is connected with the fact that there is no nonrelativistic operator for charge, as classically charge is not a canonical variable. ${ }^{5}$ Thus within the scope of nonrelativistic quantum mechanics, there are just three symmetry operators, viz. $P, T$, and their product $I$.

In order to construct representations for these, first note that any unitary operator may be written as $\exp (i \alpha \Omega)$, where $\Omega$ is a Hermitian operator and $\alpha$ is a real number; we shall refer to $\Omega$ as the "generator" of this unitary transformation. The object then is to find $\Omega$. Now continuous symmetries are characterized by invariance of a system under certain kinds of displacements, whether linear or angular. The number $\alpha$ in this case is a continuous parameter, and $\Omega$ is a constant of the motion. On the other hand, discrete symmetries (if at all) give rise to multiplicative quantum numbers (e.g. ordinary parity), and $\alpha$ is a fixed number-i.e. only for this particular $\alpha$ is $\exp (i \alpha \Omega)$ a symmetry operation. Consequently, while the DSO $\exp (i \alpha \Omega)$ is itself a constant of the motion, the "generator" $\Omega$ is in

[^101]general not a constant of the motion. Because of this it is difficult to find the "generators" of discrete symmetries by any general method. However, in nonrelativistic quantum mechanics, it is possible to construct representations of $\mathcal{P}, T$, and $I$ in terms of the operators for coordinates and momenta. To do this we need the following theorem:

If $A, B$, are two canonically conjugate Hermitian operators, i.e. $[A, B]=i$, then the set of operators

$$
\begin{gather*}
\Omega_{1}=\frac{1}{2} i(A B+B A), \quad \Omega_{2}=\frac{1}{2} i\left(A^{2}-B^{2}\right),  \tag{1}\\
\Omega_{3}=\frac{1}{2}\left(A^{2}+B^{2}\right)
\end{gather*}
$$

generate the Lie algebra

$$
\begin{equation*}
\left[\Omega_{i}, \Omega_{i}\right]=2 i \Omega_{k} \tag{2}
\end{equation*}
$$

the operators $U_{i}=\exp \left(i \pi \Omega_{i}\right)$ then have the property

$$
\begin{equation*}
U_{i} A U_{i}^{-1}=-A, \quad U_{i} B U_{i}^{-1}=-B \tag{3}
\end{equation*}
$$

The proof is straightforward and will not be given here. Note that $\Omega_{3}$ has the remarkable property ${ }^{6}$ of being a generator of rotations in the space of $A, B$. We remark that, whereas the operators $U_{2}, U_{3}$ are unitary and involutary, $U_{1}$ has neither of these properties. However, $U_{1}$ has the useful property, $U_{1} f(A)=f(-A), U_{2 \varphi}(B)=\varphi(-B)$ for Taylorexpandable $f$ and $\varphi$.

In order to give representations for $\mathcal{P}$, we have only to identify $A \rightarrow \mathbf{x}, B \rightarrow \mathbf{P}$ in Eq. (2). For time reversal, one has similarly,

$$
\begin{equation*}
T_{i}=\exp \left(i \pi \Omega_{i}^{r}\right) \exp \left(i \pi S_{2}\right) K \tag{4}
\end{equation*}
$$

where $K$ is complex conjugation; $S_{2}$ is the $y$-component of spin, e.g. $\frac{1}{2}\left(\begin{array}{c}0 \\ i \\ i \\ 0\end{array}\right)$ for spin $\frac{1}{2}$ particles ${ }^{7}$; and $\Omega_{i}^{r}$ are obtained from (1) by the substitutions ${ }^{8}$ $A \rightarrow t, B \rightarrow i(\partial / \partial t)$. Finally for inversion, we have

$$
\begin{equation*}
I_{i} \sim \exp \left(i \pi \Omega_{i}^{I}\right) \exp \left(i \pi S_{2}\right) K \tag{5}
\end{equation*}
$$

where $A \rightarrow x_{\mu}=(x, i t), B \rightarrow P_{\mu}=\left(\mathbf{P}, i P_{0}\right)$. In this case $I_{1}, I_{2}, I_{3}$ are all unitary.

It is plausible that one can extend these considerations to the case of relativistic wave equations and to the free fields. The main difficulty that one encounters there is the interpretation of a position operator. Similarly one can find a representation in

[^102]terms of spherical polar coordinates. However these matters will not be pursued here.

## III. DISCRETE SYMMETRY OPERATORS IN RELATIVISTIC QUANTUM MECHANICS: FREE FIELDS ${ }^{\circ}$

The object of this section is to find formal expressions for discrete symmetry operators which can also be used for the interacting fields in quantum field theory. As remarked in the introduction, the explicit expressions for the DSO's in terms of creation and destruction operators in linear momentum representation are given in $(M 1)^{2}$; however, these can not be directly used for interacting fields as the frequency splitting of the (interacting) field operators, and their relationship with the corresponding frequency parts of the free fields is in general not defined. On the other hand, if symmetry operators were given in terms of the free field operators (rather than the positive and negative frequency parts), one could easily extend these expressions to interacting fields; as the required symmetry properties of free and coupled fields are same at a given instant of time, one has only to replace free fields by coupled fields to obtain the required representations. We shall therefore deal in this section with representations of DSO's in terms of free field operators. In order to construct these, one could start with expressions in terms of positive and negative frequency parts as given in (M1); however, the replacement of the frequency parts by the field operators and their derivatives involves some difficulties.

To illustrate the difficulties involved, we consider the Hermitian KG field

$$
\begin{align*}
\phi(x)=\int & (2 \pi)^{-\frac{1}{2}} \frac{d^{3} k}{(2 \omega)^{t}} \\
& \times\left(b_{k} \exp (i k x)+b_{k}^{+} \exp (-i k x)\right), \tag{6}
\end{align*}
$$

where $k x=\mathbf{k} \cdot \mathbf{x}-\omega t, \omega=+\left(\mathbf{k}^{2}+m^{2}\right)^{\frac{1}{2}}$; the commutation relations are

$$
\begin{gather*}
{\left[b_{\mathbf{k}}, b_{\mathbf{k}^{\prime}}^{+}\right]_{-}=\delta^{3}\left(\mathbf{k}-\mathbf{k}^{\prime}\right),}  \tag{7}\\
{\left[\phi(x), \phi\left(x^{\prime}\right)\right]_{-}=D\left(x-x^{\prime}\right),}
\end{gather*}
$$

where $D(x)$ is the Pauli-Jordan commutation function. It is obvious that the only nontrivial symmetry

[^103]operators that one can construct are $\mathcal{P}$ and $T$, for there is only one "degree of freedom", ${ }^{10}$ viz. momentum (i.e. only momentum changes sign for both operations, as spin and charge are zero). Furthermore, since a time-reversal operator (in a particular representation) may always be written as a unitary factor and complex conjugation, it is clear that in this case the unitary factor of $T$ is essentially the same as $P$. In terms of the $b_{k}$ 's a representation of $\mathbb{P}\left(\right.$ see $\left.M_{1}\right)$ is
\[

$$
\begin{align*}
& \exp \left(\frac{1}{2} i \pi \int d^{3} k b_{\mathrm{k}}^{+} b_{\mathrm{k}}\right) \\
& \quad \times \exp \left(-\frac{1}{2} i \pi \int d^{3} k b_{\mathrm{k}}^{+} b_{\mathrm{k}}\right) \exp \left(-i \alpha_{p} Q\right) \tag{8}
\end{align*}
$$
\]

where $Q$ is the operator of generalized charge, which in this case is zero; the next factor involves the number operator, and the last factor on the left is responsible for the change $k \rightarrow-k$, and is therefore, referred to as a "discrete factor." Taken by themselves, each of the first two factors in (8) transforms positive and negative frequency parts differently by giving them different phases; in this sense they are nonlocal. In fact the number-operator densities at two different spatial points do not commute with each other, nor does it (the numberoperator density) commute with local operators, such as Hamiltonian density and momentum density. With this is connected the fact that whereas the local operators such as the Hamiltonian, charge and momentum densities may always be constructed from the field operators, for the number operator one must use only the positive and negative frequency parts, because expressions of the type

$$
\begin{equation*}
\int(\phi \phi-\phi \phi) d^{3} x=i \int d^{3} k\left(-b_{k} b_{k}^{+}+b_{k}^{+} b_{k}\right) \tag{9}
\end{equation*}
$$

are $c$-members. Similarly it does not seem possible to construct $\int d^{3} k b_{\mathbf{k}}{ }^{\dagger} b_{-k}$ from the field operators alone, as

$$
\begin{align*}
& \int d^{3} x\{\phi(\mathrm{x}, t) \phi(-\mathrm{x}, t)-\phi(\mathrm{x}, t) \phi(-\mathrm{x}, t)\} \\
& =i \int d^{3} k\left(b_{\mathbf{k}} b_{-\mathrm{k}}^{+}-b_{\mathbf{k}}^{+} b_{-\mathbf{k}}\right) \tag{10}
\end{align*}
$$

vanishes identically. This difficulty also arises in case of the number operator (and some DSO's) for the non-Hermitian KG and Dirac fields. Federbush and Grisaru" have suggested "number ordering," in

[^104]which one uses sign convention opposite to that used in normal ${ }^{11}$ ordering; this however violates the commutation relations. ${ }^{4}$ Thus it appears not possible to construct a representation of $\mathcal{P}$ and $T$ in terms of the field operators for the Hermitian KG field.

For the non-Hermitian KG field, because of the additional degree of freedom of (generalized) charge, one can construct representations of $\mathcal{P}$ and $T$ :

$$
\begin{align*}
& \mathscr{P}=\exp \left(\frac{1}{2} \pi \Omega_{P}\right) \exp \left(\frac{1}{2} i \pi Q\right) \exp \left(i \alpha_{P} Q\right)  \tag{11}\\
& T=\exp \left(-\frac{1}{2} \pi \Omega_{\tau}\right) \exp \left(\frac{1}{2} i \pi Q\right) \exp \left(i \alpha_{\tau} Q\right) \tag{12}
\end{align*}
$$

where $\Omega_{P}=\int d^{3} x\left\{\phi^{+}(\mathbf{x}, t) \dot{\phi}(-\mathbf{x}, t)-H \cdot C \cdot\right\}$,
$\Omega_{\mathrm{r}}=\int d^{3} x\left\{\phi^{+}(\mathbf{x}, t) \dot{\phi}^{*}(\mathbf{x},-t)-\dot{\phi}^{*}(\mathbf{x},-t) \phi^{+}(\mathbf{x}, t)\right\} ;$
the quantities $\eta_{P}=\exp \left(i \alpha_{P}\right), \eta_{T}=\exp \left(i \alpha_{T}\right)$ are arbitrary phase factors of modulus unity; and $Q=$ $i \int d^{3} x\left(\phi^{+} \phi-\phi^{+} \phi\right)$ is the operator of generalized charge. In addition there are nontrivial operators for $\mathfrak{C}, S, \mathscr{A}$, and $W$. However, due to the difficulties mentioned in the last paragraph, it has not been found possible to construct these.

If one further introduces the degree freedom of spin, it turns out that the remaining DSO's can also be expressed in terms of field operators. For this we consider the Dirac field

$$
\begin{align*}
& \psi(x)=\int d^{3} k\left(16 \pi^{3} \omega \Delta\right)^{-\frac{1}{2}} \sum_{s=1,2}\left\{a_{\mathbf{k}}(s, 1) u_{\mathbf{k}}(s)\right. \\
& \left.\quad \times \exp (i k x)+a_{\mathbf{k}}^{+}(s, 2) v_{\mathbf{k}}(s) \exp (-i k x)\right\}, \tag{13}
\end{align*}
$$

where labels $r=1,2$ refer to particle, antiparticles; $s$ refers to spin projection; $\Delta$ is an arbitrary normalization which we choose as $\frac{1}{2} \omega$; and the spinors $u$ and $v$ obey the relations

$$
\begin{align*}
& \sum, u_{\mathrm{k} \alpha}(s) \bar{u}_{\mathrm{k} \beta}(s)=-\Delta\left(i k_{\mu} \gamma_{\mu}+m\right)_{\alpha \beta},  \tag{14}\\
& \sum . v_{\mathrm{k} \alpha}(s) \bar{v}_{\mathrm{k} \beta}(s)=-\Delta\left(i k_{\mu} \gamma_{\mu}-m\right)_{\alpha \beta}, \\
& \bar{u}_{\mathbf{k}}(s) u_{\mathbf{k}}\left(s^{\prime}\right)=-\bar{v}_{\mathbf{k}}(s) v_{\mathbf{k}}\left(s^{\prime}\right)=2 m \Delta \delta_{s,},  \tag{15}\\
& u_{\mathbf{k}}^{+}(s) u_{\mathbf{k}}\left(s^{\prime}\right)=v_{\mathbf{k}}^{+}(s) v_{\mathbf{k}}\left(s^{\prime}\right)=2 \omega \Delta \delta_{s z^{\prime}}, \\
& \bar{u}_{\mathbf{k}}(s) v_{\mathbf{k}}\left(s^{\prime}\right)=\bar{v}_{\mathbf{k}}(s) u_{\mathbf{k}}\left(s^{\prime}\right)=0, \quad \text { for all } s, s^{\prime},  \tag{16}\\
& \bar{u} \gamma_{\mu} u=\bar{v} \gamma_{\mu} v=-2 i \Delta k_{\mu}, \quad k_{4}=i \omega,
\end{align*}
$$

where the adjoint spinors $\bar{u}, \bar{v}=u^{+} \boldsymbol{\gamma}_{4}, v^{+} \gamma_{4}$ occur in the development of the adjoint function $\psi=\psi^{+} \gamma_{4}$.

[^105]It is clear from the above relations that $u$ and $v$ form a complete set only with respect to their adjoints and not with respect to their Hermitian conjugates. ${ }^{3}$ In addition we have the relations

$$
\begin{array}{rr}
\bar{v}_{\mathbf{k}}=C \bar{u}_{\mathbf{k}}^{\sim}=C_{1} u_{\mathbf{k}}^{*}, & C \gamma_{\mu}^{*} C^{-1}=-\gamma_{\mu} ; \quad(17 \\
\tau u_{-\mathbf{k}}(s)=(-1)^{*} u_{\mathbf{k}}^{*}\left(s^{\prime}\right), \quad \gamma_{\mathrm{s}} u_{\mathbf{k}}(s)=(-1)^{*} v_{\mathbf{k}}\left(s^{\prime}\right), \tag{18}
\end{array}
$$

where $s\left(\neq s^{\prime}\right)$ refers to spin projection along $k_{3}$, and the symmetric matrix $C_{1}=-\gamma_{4} C ; \tau=C^{+} \gamma_{4}$, $\gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}$.

We note that as in the case of KG fields the number operator cannot be constructed for the Dirac field for the same reasons; the best one can do is to have

$$
\begin{align*}
& \int\left(\psi \psi-\psi_{r} \psi_{r}\right) d^{3} x \\
& \quad=\int \frac{m}{\omega} d^{3} k \sum_{\mathbf{2}, \boldsymbol{r}} a_{\mathbf{k}}^{+}(s, r) a_{\mathbf{k}}(s, r), \tag{19}
\end{align*}
$$

which is not a number operator due the factor $1 / \omega$. A similar difficulty arises in case of $\mathcal{C}$ and $S$. Thus for $\mathfrak{C}, \int \psi^{+} \psi_{\mathrm{e}} d^{3} x=0$, where $\psi_{\mathrm{e}} \equiv C \psi_{T} ;$ also,

$$
\begin{align*}
\int & \left(\Psi \psi_{\mathbf{e}}-\psi_{\mathbf{e} r} \Psi_{T}\right) d^{3} x \\
& =\int \frac{m}{\omega} \sum_{\mathbf{d}, r \mp^{\prime}} d^{3} k(-1)^{r+1} a_{\mathbf{k}}^{+}(s, r) a_{\mathbf{k}}\left(s, r^{\prime}\right) \tag{20}
\end{align*}
$$

where again the presence of $1 / \omega$ spoils everything. ${ }^{12}$ In the case of strong reflection, $\int \psi^{+} \psi_{s}^{*} d^{3} x=0$, and $\int\left(\psi^{2} \psi_{S}^{*}-\psi_{T} \psi_{S}^{*}\right) d^{3} x=0$, where $\psi_{s} \equiv \tau \gamma_{4} C \bar{\psi}_{r}\left(-x_{\mu}\right)$.

However, one can still construct the operators $\mathcal{P}, T, I$, and $W$ directly; then in terms of these one can construct $\mathfrak{e}$ and $S$. We shall briefly summarize the results.

$$
\begin{equation*}
\mathcal{P} \equiv \exp \left(\frac{1}{2} i \pi \Omega_{P}\right) \exp \left(\frac{1}{2} i \pi Q\right) \exp \left(-i \alpha_{P} Q\right) \tag{i}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Omega_{P} \equiv \int[\psi(\mathbf{x}, t) \psi(-\mathbf{x}, t) \\
&\left.\quad-\psi_{T}(-\mathbf{x}, t) \psi_{r}(\mathbf{x}, t)\right] d^{3} x ;
\end{aligned}
$$

[^106](ii) $\quad T \equiv \exp \left(-\frac{1}{2} i \pi \Omega_{\tau}\right) \exp \left(-i \alpha_{\tau} Q\right) K$,
where
\[

$$
\begin{align*}
& \Omega_{\mathrm{r}} \equiv \frac{1}{2} \int d^{3} x\left(\psi^{+} \psi_{\tau}^{*}-\psi_{T \pi}^{*} \psi_{T}\right), \\
& \psi_{\tau}=\tau \psi(\mathbf{x},-t) \tag{23}
\end{align*}
$$
\]

(iii) $\quad I=\exp \left(-\frac{1}{2} \pi \Omega_{I}\right) \exp \left(-i \alpha_{I} Q\right) K$,
where

$$
\eta_{I}=\exp \left(i \alpha_{I}\right), \quad \Omega_{I}=\int \psi^{+} \psi_{I}^{*} d^{3} x
$$

and

$$
\text { (iv) } \begin{align*}
\psi_{I}= & \tau \gamma_{4} \psi(-\mathrm{x},-t) \\
\Omega= & \exp \left(\frac{1}{2} i \pi \Omega_{R}\right) \\
& \times \exp \left(-\frac{1}{2} i \pi Q\right) \exp \left(-i \alpha_{R} Q\right), \tag{24}
\end{align*}
$$

where

$$
\Omega_{R}=\frac{1}{4} \int\left\{\left(\psi^{+} \psi_{R}-\psi_{R T} \psi_{T}^{+}\right)+H \cdot C \cdot\right\} d^{3} x
$$

and

$$
\begin{align*}
\psi_{R} & =\gamma_{4} C \Psi_{T}(-\mathbf{x}, t)=\left[\psi^{+}(-\mathbf{x}, t) C\right]_{T} ; \\
\text { (iv)' } \quad \Omega & =\exp \left(-\frac{1}{2} \pi \Omega_{R}^{\prime}\right) \exp \left(-i \alpha_{R} Q\right) \tag{25}
\end{align*}
$$

where

$$
\Omega_{R}^{\prime}=\frac{1}{4} \int\left[\left(\psi^{+} \psi_{R}-\psi_{R T} \psi_{T}^{+}\right)-H \cdot C \cdot\right] d^{3} x ;
$$

(v) $W=\exp \left(\frac{1}{2} i \pi \Omega_{W}\right)$

$$
\begin{equation*}
\times \exp \left(-\frac{1}{2} i \pi Q\right) \exp \left(-i \alpha_{W} Q\right) K \tag{26}
\end{equation*}
$$

where

$$
\Omega_{W}=\frac{1}{2} \int\left[\left(\psi^{+} \psi_{W}^{*}-\psi_{W T}^{*} \psi_{r}^{+}\right)+H \cdot C \cdot\right] d^{3} x
$$

and

$$
\begin{align*}
\psi_{W} & =\tau C \psi_{T}(\mathbf{x},-t) \\
(\mathrm{v})^{\prime} \quad W & =\exp \left(-\frac{1}{2} \pi \Omega_{W}^{\prime}\right) \exp \left(-i \alpha_{W} Q\right), \tag{27}
\end{align*}
$$

where

$$
\Omega_{W}^{\prime}=\frac{1}{4} \int\left[\left(\psi^{+} \psi_{W}^{*}-\psi_{W T}^{*} \psi_{T}^{+}\right)-H \cdot C \cdot\right] d^{3} x ;
$$

(vi) Particle conjugation; using $\Omega_{\tau}$ and $\Omega_{W}$ :

$$
\begin{aligned}
\mathfrak{e}= & \exp \left[\frac{1}{2} \pi\left(\Omega_{\tau} \pm i \Omega_{W}\right)\right] \\
& \quad \times \exp \left(\mp \frac{1}{2} i \pi Q\right) \exp \left(-i \alpha_{c} Q\right) \\
\mathfrak{C}= & \exp \left[ \pm \frac{1}{2} \pi\left(\Omega_{\tau}-\Omega_{W}^{\prime}\right)\right] \exp \left(-i \alpha_{c} Q\right)
\end{aligned}
$$

similarly, one can construct $\mathbb{C}$ from $\Omega_{P}$ and $\Omega_{R}$;
(vii) Strong reflection; this can be constructed from any of the following sets of operators: $(\mathcal{P}, W)$, $(T, \mathfrak{R})$, and $(I, T, W) \mid$ as an illustration we construct from $\odot$ and $W$ :

$$
\begin{align*}
S= & \exp \left[\frac{1}{2} \pi\left(\Omega_{W}^{\prime} \pm i \Omega_{P}\right)\right] \\
& \quad \times \exp \left(\mp \frac{1}{2} i \pi Q\right) \exp \left(-i \alpha_{S} Q\right) K  \tag{29}\\
S & =\exp \left[\frac{1}{2} i \pi\left(\Omega_{W}+\Omega_{P}\right)\right] \exp \left(-i \alpha_{S} Q\right) K \tag{30}
\end{align*}
$$

We remark in conclusion that it appears from the above constructions that for Bose fields $\mathfrak{C}$ is not a "local" operator; and $\mathscr{P}, T$ are both "non-local" for the Hermitian KG field.

## IV. DISCRETE SYMMETRY OPERATORS IN RELATIVISTIC QUANTUM MECHANICS: A FORMULATION INDEPENDENT OF A FIELD CONCEPT

In this section we seek to develop a method by which one can write down explicit expressions for symmetry operators without reference to either field operators or their positive and negative frequency parts, using mainly the general properties such as their effect on the observables. That is, the method is more or less purely algebraic. At the outset let us state that no claim to rigor is made; the approach is quite pedestrian. However, it is hoped that it would be possible to put it on a more rigorous basis at the later date.

To begin with we remark that symmetry operators commute apart from a phase factor; consequently, one can factor a symmetry operator into a factor that essentially corresponds to a phase transformation and a factor (to be referred to as a "discrete factor") that is responsible for the discrete change. These discrete factors will be unitary and may be written as $\exp \left(i \beta \Omega_{u}\right)$, where $\beta$ is a real number (generally $\frac{1}{2} \pi$ ) and $\Omega_{u}$ is a Hermitian operator to be referred to as a "discrete generator" (DG) of the DSO U. Now, clearly the "discrete factors," and (hence?) also the "discrete generators" of different DSO's commute. This follows from the fact that the identity operator and a DSO together constitute a group. However, since we are considering all possible DSO's connected with space, time and charge, one DSO can always be written as a product of others; as a result it should be possible to relate DG's of different DSO's. To establish this connection, we assume that each DG can be expanded in terms of operators with a certain complete set of labels; thus, e.g., for a spinless, chargeless particle, we write $\Omega_{u}=\int \alpha^{k} d^{3} k$. We then obtain two results:
(i) Integrand operators, such as, $\alpha^{k}$ for different DG's satisfy a Lie algebra such as: Eq. (40);
(ii) For a particular DSO, there are more than one DG's; these DG's and the commuting set of observables that change sign (COTCS) under this DSO generate a Lie algebra which is same as the Lie algebra of the generators of rotation in a Euclidean $\mathfrak{N}$-space-the number of COTCS under a DSO being $(\mathfrak{N}-2)$. Next we determine the "phase" transformations which clearly bring out the distinction between integral and half integral spin fields.

We shall work throughout in the linear momentum representation; however, the developments can be carried over into any other representation mutatis mutandis.

We first consider the case of a particle whose field analog is a Hermitian KG field. The simplicity of this case lies in the fact that there is just one "observable" (COTCS) viz. linear momentum, that can possibly change sign under a DSO. The DSO's involved are just $\mathcal{P}$ and $T$. We start by writing
$\mathcal{P}=\exp \left(\frac{1}{2} i \pi \Omega_{P}\right) \times$ a phase transformation,
where the first factor is a "discrete factor," and the Hermitian operator $\Omega_{P}$ is the "discrete generator". Now in field theory the observables can in general be written, e.g. in the coordinate representation, as integrals of certain "densities" in coordinate space; these densities are expressed in terms of fields functions (which are operator valued functions of coordinates) and their derivatives. Since one assumes that the Fourier transforms of field functions exist, one can also express the observables as integrals over certain operator valued functions in momentum space ( $k$-space). Following this clue from field theory, we shall assume that one can always write the Hermitian "generators", such as $\Omega_{P}$, as integrals of certain operator valued functions. In particular, in the discrete linear momentum representation, we write $\Omega_{P}=\sum_{k} \alpha^{\mathrm{k}}$, where the $\alpha^{k}$ are, in general, non-Hermitian; to insure the Hermiticity of $\Omega_{P}$, one puts the condition $\alpha^{\mathbf{k}}=\left(\alpha^{-\mathbf{k}}\right)^{+}$. Since $k_{1}, k_{2}, \cdots$ form a complete set of labels, one can consider $\alpha^{k}$ independent for different $\mathbf{k}$; then it is clear that the commutator [ $\left.\alpha^{\mathbf{k}}, \alpha^{\mathbf{k}^{\prime}}\right]_{-}$is proportional to $\delta_{\mathbf{k}^{\prime},-\mathbf{k}^{\prime}} \equiv \hat{\delta}_{\mathbf{k}, \mathbf{k}^{\prime}}$. Furthermore, the commutator is Hermitian and antisymmetric with respect to $\mathbf{k}, \mathbf{k}^{\prime}$, so that one can write

$$
\begin{equation*}
\left[\alpha^{\mathbf{k}}, \alpha^{\mathbf{k}^{\prime}}\right]_{-}=\hat{\delta}_{\mathbf{k} \mathbf{k}^{\prime}}\left(\alpha_{\mathbf{k}}-\alpha_{\mathbf{k}^{\prime}}\right), \tag{32}
\end{equation*}
$$

where $\alpha_{k}$ are Hermitian; the notation has been so chosen that the upper index labels non-Hermitian operators, nondiagonal in this index, and the lower index implies Hermiticity with respect to this index. We should emphasize at this point that in obtaining (32) we have made two essential assumptions which
are not altogether independent, viz. (1) one can always write a generator as an integral or a sum over certain operator densities, thus e.g., $\Omega_{P}=$ $\sum_{k} \alpha^{k}$; (2) the $\alpha^{k}$ for different $\mathbf{k}$ are independent, except for the connection $\alpha^{-\mathbf{k}}=\left(\alpha^{\mathbf{k}}\right)^{+}$, which arises from the Hermiticity of $\Omega_{P}$. Alternately one can take (32) as an Ansatz. ${ }^{13}$
In order to evaluate [ $\alpha^{\mathbf{k}}, \alpha_{\alpha^{\prime}}$ ], take the commutator of (32) with $\alpha^{k^{\prime \prime}}$ and $\alpha_{k^{\prime}}$, ; we shall not do that. Instead note that, in virtue of (32), $\left[\alpha^{k}, \alpha_{k} \cdot\right]_{-}$is nonzero for both $\mathbf{k}=\mathbf{k}^{\prime}$ and $\mathbf{k}=-\mathbf{k}^{\prime}$ and may therefore be taken as proportional to ( $\hat{\delta}_{k^{\prime} k^{\prime}}-\delta_{k_{k}}$ ). Moreover, since $\alpha_{k}$ are Hermitian and $\alpha^{\mathbf{k}}$ nonHermitian, the commutator will be non-Hermitian, so that, one can write

$$
\begin{equation*}
\left[\alpha^{\mathbf{k}}, \alpha_{\mathbf{k}^{\prime}}\right]_{-}=\left(\hat{\delta}_{\mathbf{k} \mathbf{k}^{\prime}}-\delta_{\mathbf{k} \mathbf{k}^{\prime}}\right) \alpha^{\mathbf{k}}, \tag{33}
\end{equation*}
$$

which may be verified to be consistent with (32). Using relations (32) and (33), one can show that under the similarity transformation

$$
\begin{equation*}
\rho \sim \exp \left(\frac{1}{2} i \pi \Omega_{P}\right) \tag{34}
\end{equation*}
$$

the operators $\alpha^{\mathbf{k}}, \alpha_{\mathbf{k}}$ are transformed into $\alpha^{-\mathbf{k}}, \alpha_{-\mathbf{k}}$, respectively. Hence, for $\Omega_{P}$ to be a "discrete generator," the suitable definition of the momentum operator is

$$
\begin{equation*}
\mathbf{P}=\sum_{\mathbf{k}}^{\prime} \mathbf{k}\left[\alpha^{\mathbf{k}}, \alpha^{-\mathbf{k}}\right]_{-}=\sum_{\mathbf{k}} \mathbf{k} \alpha_{\mathbf{k}}, \tag{35}
\end{equation*}
$$

where the prime on $\sum$ denotes summation over half the k -space only, say $k_{3}>0$. It is clear from (35) that, to obtain correspondence with field theory, one must identify $\alpha_{\mathbf{k}}$ with $n_{\mathrm{k}}$-the k -space particlenumber density. Similarly one can write for the time-reversal operator

$$
\begin{equation*}
T \sim \exp \left(\frac{1}{2} i \pi \Omega_{\tau}\right) K, \quad \Omega_{\tau} \equiv \Omega_{P} \tag{36}
\end{equation*}
$$

which clearly anticommutes with (35). We remark that $\Omega_{p}$ is not the only discrete generator of $\rho$. Let us define the "momentum density" by $\hat{\mathbf{p}}=$ $\sum_{\mathbf{k}}\left(\alpha_{\mathrm{k}}-\alpha_{-k}\right) ;$ then the operators $\Omega_{1}^{P} \equiv \frac{1}{2} \Omega_{P}$, $\Omega_{2}^{P} \equiv-i\left[\Omega_{3}^{P}, \Omega_{1}^{P}\right]_{-}, \Omega_{3}^{P} \equiv \frac{1}{2} \hat{\mathbf{p}}$ satisfy the angular momentum-type commutation relations ${ }^{14}$

[^107]$\left[\Omega^{P} \ell, \Omega_{m}^{P}\right]_{-}=i \epsilon_{l m n} \Omega_{n}^{P}, \quad(l, m, n=1,2,3)$,
where $\epsilon_{l_{m n}}$ is the Levi-civita symbol; hence, exp ( $i \pi \Omega_{2}^{P}$ ) is an equally good "discrete factor." This may also be verified directly.

The case of non-Hermitian KG field is analogous. Here there are two COTCS's, viz. momentum $\mathbf{P}$, and the generalized charge $Q$. Hence, in analogy with the Hermitian case, we expand $\Omega_{P}=\sum_{k, r} \alpha_{r}^{k}$, $\Omega_{\mathrm{e}}=\sum_{\mathbf{k}, r} \alpha_{\mathbf{k}}^{\mathbf{k}}$, where $r=1,2$ denote particle and antiparticle, and $\left(\alpha_{r}^{k}\right)^{+}=\alpha_{r}^{-k},\left(\alpha_{k}^{r}\right)^{+}=\alpha_{k}^{r}, r \neq r^{\prime}$. Then using the arguments analogous to those employed for setting up commutation relations ( 32,33 ), we arrive at

$$
\begin{align*}
& {\left[\alpha_{r}^{k}, \alpha_{r^{\prime},}^{\mathbf{r}^{\prime}}\right]_{-}=\delta_{r r^{\prime}} \hat{\delta}_{\mathbf{k k}}\left(\alpha_{\mathbf{k} r}-\alpha_{k^{\prime} r^{\prime}}\right)}  \tag{38}\\
& {\left[\alpha_{k}^{\prime}, \alpha_{k^{\prime}}^{\prime}\right]_{-}=\hat{\delta}_{r r^{\prime}} \delta_{\mathbf{k k}}\left(\alpha_{k r}-\alpha_{k^{\prime} r^{\prime}}\right),} \tag{39}
\end{align*}
$$

where $\hat{\delta}_{r r}=1$ for $r \neq r^{\prime}$ and zero otherwise. Since it follows from the group property that the operator $\alpha^{\mathrm{kr}}$ in the expansion of $\Omega_{R}$ is proportional to the commutator of $\alpha_{r}^{\mathbf{k}}$ and $\alpha_{\mathbf{k}}^{\boldsymbol{r}}$, a careful analysis leads to

$$
\begin{align*}
{\left[\alpha_{r}^{k}, \alpha_{\mathbf{k}^{\prime}}^{\prime}\right]_{-} } & =\alpha^{\mathbf{k r} \hat{\delta}_{\mathbf{k k}} \delta_{r r^{\prime}}-\alpha^{k^{\prime} r^{\prime}} \delta_{\mathbf{k k}}, \delta_{r r^{\prime}} ;}  \tag{40}\\
{\left[\alpha^{\mathbf{k r} r}, \alpha^{k^{\prime} r^{\prime}}\right]_{-} } & =\hat{\delta}_{\mathbf{k k}}, \hat{\delta}_{r r^{\prime}}\left(\alpha_{\mathbf{k} r}-\alpha_{\mathbf{k}^{\prime} r^{\prime}}\right) . \tag{41}
\end{align*}
$$

One has further with obvious symmetry

$$
\begin{align*}
{\left[\alpha_{r}^{\mathbf{k}}, \alpha^{\mathbf{k}^{\prime} r^{\prime}}\right]_{-} } & =\hat{\delta}_{\mathbf{k} \mathbf{k}^{\prime}}\left(\delta_{r r^{\prime}} \cdot \alpha_{\mathbf{k}}^{r}-\hat{\delta}_{r r^{\prime}}, \alpha_{\mathbf{k}}^{r^{\prime}}\right),  \tag{42}\\
{\left[\alpha^{\mathbf{k r} r}, \alpha_{\mathbf{k}^{\prime}}^{\mathbf{k}^{\prime}}\right]_{-} } & =\hat{\delta}_{r r^{\prime}}\left(\hat{\delta}_{\mathbf{k k}}, \alpha_{r}^{\mathbf{k}}-\delta_{\mathbf{k k}} \alpha^{\prime} \alpha_{r^{\prime}}^{\mathbf{k}^{\prime}}\right) . \tag{43}
\end{align*}
$$

The observables $P, Q$ may be defined in terms of these (as before), in more than one way; thus,

$$
\begin{align*}
& \mathbf{P}=\sum_{\mathbf{k}}^{\prime} \mathbf{k}\left[\alpha_{r}^{\mathbf{k}}, \alpha_{r}^{-\mathbf{k}}\right]_{-} \\
& =\sum_{k}^{\prime} \sum_{r \times r}, \mathbf{k}\left[\alpha^{\mathbf{k} r}, \alpha^{-\mathbf{k} r}\right]_{-},  \tag{44}\\
& Q=\sum_{k}(-1)^{r+1}\left[\alpha_{k}^{r}, \alpha_{k}^{r+\tau^{\prime}}\right]- \\
& =\sum_{k}(-1)^{r+1}\left[\alpha^{k r}, \alpha^{-k r^{\prime} \neq r}\right] \text {. } \tag{45}
\end{align*}
$$

Again $\alpha_{\mathbf{k} r}$ may be identified with a number operator to obtain correspondence with field theory.

As in the Hermitian case, corresponding to $P$, there are two "discrete generators"

$$
\Omega_{1}^{P} \equiv \frac{1}{2} \Omega_{P}, \quad \Omega_{2}^{P}=-i\left[\Omega_{3}^{P}, \Omega_{1}^{P}\right]_{-}
$$

where

$$
\Omega_{3}^{P} \equiv \frac{1}{2} \sum_{k}^{\prime} \sum_{r}\left[\alpha_{r}^{\mathrm{k}}, \alpha_{r}^{-\mathrm{k}}\right] .
$$

Similarly corresponding to $\mathfrak{C}$, which changes only the sign of $Q$, the "discrete generators" are

$$
\Omega_{1}^{c} \equiv \frac{1}{2} \Omega_{c}, \quad \Omega_{2}^{c} \equiv-i\left[\frac{1}{2} Q, \Omega_{1}^{c}\right] ;
$$

these together with $\Omega_{3}^{c}=\frac{1}{2} Q$ obey the commutation rules such as (37). In case of $\mathcal{R}$, there are two COTCS' viz. $\mathbf{P}$ and $Q$. Instead of $\mathbf{P}$ consider $\hat{p}$;
let

$$
\Omega_{1}^{R} \equiv \frac{1}{2} \Omega_{R}, \quad \Omega_{3}^{R} \equiv \frac{1}{2} Q, \quad \Omega_{8}^{R} \equiv \frac{1}{2} \hat{\mathrm{P}} .
$$

These operators generate a Lie algebra of six elements $\left[\Omega_{l}^{R}, \Omega_{m}^{R}\right]_{-}=i f_{l m n} \Omega_{n}^{R} \quad(l, m, n=1,2 \cdots 6),(46)$ where $f_{l m n}$ is completely antisymmetric and $f_{123}=$ $f_{561}=f_{345}=f_{642}=+1$.

It is clear from the above examples that whereas in case of $\rho$ and $\mathbb{C}$, only one "observable" changes $\operatorname{sign}$ ( $\mathbf{P}$ and $Q$, respectively), and therefore the Lie algebra of their generators is the same as that of the rotation group in a Euclidean three-space, in case of $R$ where there are two COTCS, the Lie algebra of the generators is the same as in a Euclidean four-space. One can generalize this result by induction. Consider a DSO which changes the sign of $n$ commuting set of observables. The first DG may be written as $\Omega_{1}=\frac{1}{2} \sum \alpha^{a_{4} a_{3} \cdots a_{n}}$, where each of the $a_{i}$ has two values; set up commutation relations of the type (41) and write down the expressions for the $n$ COTCS by the method of Eqs. (44) and (45). Find $\frac{1}{2} n(n+1)$ commutators of $\Omega_{1}$ with $n$ COTCS; these together with $\Omega_{1}$ furnish $\frac{1}{2} n(n+1)+1$ DG's. The $\left(\frac{1}{2} n+1\right)(n+1)$ operators form a Lie algebra isomorphic to the Lie algebra of generators of rotation in a Euclidean ( $n+2$ )-space. ${ }^{15}$ The rank of the Lie group corresponding to the Lie algebra is obviously $n$.
To show that our conclusion regarding the algebra of the "generators" of a DSO is correct, we consider the example of the inversion operator for spin- $\frac{1}{2}$ particles. Under inversion the only "observable" that changes sign is $S_{3}$. By Wigner's construction the representation is

$$
\begin{equation*}
I \sim \exp \left(i \pi S_{2}\right) K \tag{47}
\end{equation*}
$$

Since $\left[S_{3}, S_{1}\right]=i S_{2}$, one can also write ${ }^{16}$

$$
\begin{equation*}
I \sim \exp \left(i \pi S_{1}\right) \exp \left(i \pi S_{3}\right) K \tag{48}
\end{equation*}
$$

As $S_{3}$ is diagonal, $S_{1}$ is as good a candidate for a discrete generator as $S_{2} ; S_{1}$ and $S_{2}$ are therefore the only two 'discrete generators' of $I$, and rank of the group is one.

[^108]One can analogously discuss other operators for the spin-half case. In particular we note that for strong reflection the corresponding Euclidean space is 4 -dimensional and for $W$ it is 5 -dimensional. For the sake of completeness we give the necessary relations in terms of the $\alpha$ 's for the spin half case. We postulate the operators $\alpha_{s r}^{\mathrm{k}}, \alpha_{\mathrm{ks}}^{\mathrm{r}}$, and $\alpha_{\mathrm{k}}^{\mathrm{sr}}$, where $s=1,2$ refers to the spin projections $+\frac{1}{2},-\frac{1}{2}$ along the $z$ axis. The self commutators for these are

$$
\begin{align*}
& {\left[\alpha_{s r}^{k}, \alpha_{a^{\prime} r^{\prime}}^{\mathbf{k}}\right]_{-}=\hat{\delta}_{\mathbf{k} k^{\prime}} \delta_{s a^{\prime}} \delta_{r r^{\prime}}\left(\alpha_{k, r}-\alpha_{k^{\prime} g^{\prime} r^{\prime}}\right),} \tag{49}
\end{align*}
$$

$$
\begin{align*}
& {\left[\alpha_{k}^{\prime r}, \alpha_{k^{\prime}}^{\prime^{\prime} r^{\prime}}\right]_{-}=\delta_{k k}, \hat{\delta}_{s,}, \hat{\delta}_{r r}\left(\alpha_{k s r}-\alpha_{k^{\prime} s^{\prime} r^{\prime}}\right) .} \tag{50}
\end{align*}
$$

One can define $\alpha^{k s r}, \alpha^{k s}$, and $\alpha_{k,}^{r}$ in terms of these as for the non-Hermitian KG field. Similarly, the observables $\mathrm{P}, Q, S_{3}$ may be written in more than one way. Thus, e.g.

$$
\begin{align*}
\mathbf{P} & =\sum_{\mathbf{k}}^{\prime} \sum_{\mathrm{g} r} \mathbf{k}\left[\alpha_{s r}^{k}, \alpha_{s r}^{-k}\right], \text { etc., }  \tag{52}\\
Q & =\sum_{k, b}\left[\alpha_{\mathbf{k} g}^{1}, \alpha_{\mathbf{k}}^{2}\right]_{-},  \tag{53}\\
S_{3} & =\frac{1}{2} \sum_{\mathbf{k}, r}\left[\alpha_{\mathbf{k} r}^{2}, \alpha_{\mathbf{k} r}^{1}\right]_{-} . \tag{54}
\end{align*}
$$

Obviously then

$$
\begin{align*}
& S_{3}=\frac{1}{2} \sum_{k, a, r}(-1)^{s+1} \alpha_{\mathbf{k} r r},  \tag{55}\\
& S_{2}=\frac{1}{2} i \sum_{k, s, r}(-1)^{d} \alpha_{k \mathbf{k} r}^{s},  \tag{56}\\
& S_{1}=\frac{1}{2} \sum_{k, o, r} \alpha_{k}^{s} . \tag{57}
\end{align*}
$$

So far in writing down the representations, we have disregarded any phase factors; we saw that in the approximation that a DSO is replaced by its "discrete factors" there is no essential difference in treatment of Bose and Fermi particles. However, there is a possible effect on the structure of a DSO due to the connection between the intrinsic spin of the particle and the permutation symmetry of a many particle state. Thus, e.g., acting on a one particle state $\mathbb{R}^{2}, T^{2}, W^{2}$ give, respectively, +1 , $+1,+\eta_{W}^{2}$ for Bosons and $-1,-1,-\eta_{W}^{2}$ for Fermions. Again one finds that
$[W, \mathscr{P}]_{-}=0$ for Bosons and $[W, \mathcal{P}]_{+}=0$ for Fermions.

If one demands ${ }^{17}$ that $\eta_{-}$-the arbitrary phase factor associated with strong reflection is real ( $\pm 1$ ), then
$[I, \mathfrak{C}]_{-}=0$ (Bosons), $[I, \mathfrak{C}]_{+}=0$ (Fermions),
$[\Omega, T]_{-}=0$ (Bosons and Fermions).

[^109]Thus we conclude that the representations without some additional phase factors are not complete. Actually this should be obvious, for we found that for a given DSO, the DG's and the commuting observables that change sign (COTCS') under this DSO generate a Lie algebra; hence, the general representation will be of the type

$$
\begin{equation*}
\exp \left(i \alpha_{1} ‘ D G^{\prime}\right) \exp \left(i \alpha_{2}{ }^{\prime} \mathrm{COTCS}\right) . \tag{60}
\end{equation*}
$$

In addition, one can include a factor $\exp (i \beta Q)$ ( $\beta=$ real, arbitrary; $Q=$ generalized charge), which gives rise to an arbitrary phase factor $\eta=\exp (i \beta)$ for each one-particle state, ${ }^{18}$ this can always be done as generalized charge is rigorously conserved. In the following we briefly indicate the arguments for finding the phase factors.

1. Since $\mathfrak{C}^{2}=+1$ for both Bosons and Fermions, a factor such as $\exp \left(\frac{1}{2} i \pi Q\right)$ has no significance; hence, for an arbitrary real $\beta$,

$$
\begin{equation*}
\mathfrak{C} \sim \exp \left(i \pi \Omega_{1}^{\mathcal{C}}\right) \exp (i \beta Q) \tag{61}
\end{equation*}
$$

2. For time reversal both $\mathbf{P}$ and $S_{3}$ change sign; but since momentum is not an intrinsic property of a particle, the use of $\frac{1}{2} \hat{\mathbf{p}}$ as a generator of a phase transformation is irrelevant. Hence, one can write

$$
\begin{equation*}
T \sim \exp \left(i \pi \Omega_{1}^{\tau}\right) \exp \left(i \pi S_{3}\right) \exp (i \beta Q) K \tag{62}
\end{equation*}
$$

then clearly $T^{2}=\exp \left(2 i \pi S_{3}\right)$ as required. Similarly

$$
\begin{equation*}
W \sim \exp \left(i \pi \Omega_{1}^{W}\right) \exp \left(i \pi S_{3}\right) \exp (i \beta Q) K \tag{63}
\end{equation*}
$$

which gives $W^{2}=\exp \left(2 i \pi S_{3}\right) \exp (i \gamma Q)$.
3. In case of $\mathcal{P}$, for fermions, we know that the parity of a fermion and its antiparticle are opposite. ${ }^{19}$ This corresponds to the well known fact that an electron-positron pair in a singlet $s$-state decays into two photons which have perpendicular polarization. ${ }^{20}$ Thus

$$
\begin{equation*}
\mathcal{P}_{\text {Formi }} \sim \exp \left(i \pi \Omega_{1}^{P}\right) \exp \left(\frac{1}{2} i \pi Q\right) . \tag{64}
\end{equation*}
$$

The factor $\exp \left(\frac{1}{2} i \pi Q\right)$ will occur in all operators involving space inversion, e.g.

$$
\begin{align*}
\mathcal{G}_{\text {Fermi }} & \sim \exp \left(i \pi \Omega_{1}^{R}\right) \exp \left(\frac{1}{2} i \pi Q\right)  \tag{65}\\
I_{\text {Formi }} & \sim \exp \left(i \pi \Omega_{1}^{I}\right) \exp \left(i \pi S_{3}\right) \exp \left(\frac{1}{2} i \pi Q\right) \tag{66}
\end{align*}
$$

[^110]It is verified that $\Omega_{F}^{2}=\exp (i \pi Q) ; I_{F}^{2}=\exp \left(2 i \pi S_{3}\right)$. Similarly for strong reflection we have,

$$
\begin{align*}
S_{F}=\exp \left(i \pi \Omega_{1}^{S}\right) \exp & \left(i \pi S_{3}\right) \\
& \times \exp \left(\frac{1}{2} i \pi Q\right) \exp (i \beta Q), \tag{67}
\end{align*}
$$

which satisfies (58) and (59) for $\exp (i \beta)$ real.
Finally we note that since DG's form a Lie algebra with operators like ( $\frac{1}{2} Q$ ), which have half integral eigenvalues, we expect that each "discrete factor" gives rise to a factor $\pm i$ for each one-particle state. Since for Bosons the factor $\exp \left(\frac{1}{2} i \pi Q\right)$ does not occur for $\mathcal{P}$, and $S_{3}$ is integer, the net effect is to give an imaginary parity to a one-particle Bose state; this hardly makes for consistency. Furthermore, when operating on a field operator, a discrete factor will give differing signs to positive and negative frequency parts, which is not consistent, since a field operator should transform as a whole. To correct for this one can include the factor $\exp \left\{\frac{1}{2} i \pi \sum_{k e r} \alpha_{k+r}\right\}$ for Bosons. This completes the construction.

In conclusion, we remark that if one requires of representations of DSO's only to satisfy their defining relations in terms of the effect on the observables, then the use of the operator $\sum_{k a r} \alpha_{k \in r}$ is redundant and the representations are completely defined in terms of the generators of rotation in an appropriate Euclidean space. However, we note that whenever linear momentum changes sign, to be consistent, one must introduce the operator $\frac{1}{2} P$ in the algebra of "generators" rather than $\frac{1}{2} \hat{\mathbf{P}}$ which is an artificial entity. This difficulty is not present for strong reffection (CPT); here the algebra has six elements, including $S_{3}$ and $Q$, which are both related to the "intrinsic" properties of the particles; the corresponding rotation group is four-dimensional. A possible physical significance is the following. Consider the complex Lorentz group: a set of com-

Table I. Definitions of discrete-symmetry operators in terms of their effect on coordinates ( $\mathbf{x}, i$ ) charge ( $Q$ ), linear momentum ( $\mathbf{P}$ ), and angular momentum $(\mathbf{J}=\mathbf{L}+\mathbf{S})$.

|  | $U$ | $\mathrm{x}^{\prime}$ | $t^{\prime}$ | $\mathbf{p}^{\prime}$ | $Q^{\prime}$ | $J^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. Identity | $\varepsilon$ | +x | $+t$ | $+\mathrm{P}$ | $+Q$ | $+\mathrm{I}$ |
| 2. Space inversion | $p$ | -x | + | -P | $+Q$ | +J |
| 3. Particle conjugation | e | $+\mathbf{x}$ | + | $+\mathrm{P}$ | -Q | $+1$ |
| 4. Reflection | 9 | -x | +t | $-\mathrm{P}$ | $-Q$ | $+1$ |
| 5. Time reversal | T | +x | $-t$ | $-\mathrm{P}$ | +Q | $-\mathrm{J}$ |
| 6. Inversion | I | -x | -t | +P | +Q | $-\mathrm{J}$ |
| 7. Weak reflection | W | +x | -t | ${ }_{-1} \mathbf{P}$ | -Q | $-\mathrm{J}$ |
| 8. Strong reffection | $\$$ | -x | - | +P | -Q | $-\mathrm{I}$ |

plex (infinitesimal) linear transformation which leave the complex $\left(z_{i}=x_{i}+i y_{i}\right)$ form

$$
\begin{equation*}
F=z_{1}^{2}+z_{2}^{2}+z_{3}^{2}-z_{4}^{2} \tag{68}
\end{equation*}
$$

unchanged; it is clear that (68) is also the complex form (up to an isomorphism) of the real form

$$
\begin{equation*}
F^{\prime}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+y_{4}^{2}, \tag{69}
\end{equation*}
$$

which is its unique (up to an isomorphism) compact form. ${ }^{21}$ Since (69) is the Euclidean group, one can label the representations by two numbers; in a particular representation one can take these to be $S_{z}$ and $\frac{1}{2} Q$; and one can interpret the "discrete generators" of $S$ together with $S$, and $\frac{1}{2} Q$ as the generators of rotation in the space defined by the form (69). It then becomes clear, how in the complex group, $S$ is continuously connected to the identity. ${ }^{22}$
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#### Abstract

The exact energies and wavefunctions for a system of $(N-1)$ one-dimensional fermions all of the same spin and one fermion of the opposite spin are calculated in the large volume, finite density limit, when the particles interact via an attractive delta function potential. It is found that the attractive potential gives rise to a bound state, but, in spite of the presence of this bound state, all of the physical properties which are calculated (ground-state energy, effective mass of a certain class of excitations, etc.) are analytic continuations in the coupling constant of the corresponding results in the repulsive case. In addition, it is possible to have eigenstates which do not have the bound state present. These excited states are also discussed and are found to exhibit a negative effective mass and to modify the particle density at very large distances from the different particle.


## I. INTRODUCTION

IN this paper we will continue our analysis of the one-dimensional fermion problem, where the fermions interact with an equal-strength delta function potential. This paper is intended as a companion to Ref. 1 (hereafter called I) and also considers the case where ( $N-1$ ) fermions are spin up and one fermion is spin down. This paper, however, takes the delta function potential to be attractive.

The change from a repulsive to an attractive interaction is brought about by changing the sign of the strength parameter, $g$, in the Hamiltonian. Making this change we obtain the Hamiltonian which describes the attractive interaction,

$$
H=-\frac{\hbar^{2}}{2 M} \sum_{i} \frac{d^{2}}{d x_{i}^{2}}-g \sum_{i>i} \sum_{i} \delta\left(x_{i}-x_{i}\right) .
$$

The strength $g$ is assumed to be always positive. Henceforth, we will use units such that $\hbar=M=1$.

As in I the first task is to obtain the finite density limit from the scattering solutions which were obtained in Ref. 2. The procedure is a two-step process:

1. Apply periodic boundary conditions to a scattering solution for a fixed number of particles.
2. Allow the size of the periodic box and the number of particle to become infinite in such a way that the density is constant.

Step 1 is carried out in exactly the way which is discussed in Secs. I, II, and III of I. The only change which is required to carry this part of the

[^112]analysis over to the attractive case is the change in the sign of $g$. The result of step 1 is a set of rules for calculating the wavefunction. We shall restate the rules as they apply to the case of an attractive potential. The notation is the same as in I.

1. The spectrum is given by selecting $N$ Roots of $a z+c \operatorname{ch} z=$ const., where $a=4 / g L, z=k_{i} L / 2$, and $g>0$. Subject to the additional constraint

$$
\sum z_{i}=n \pi
$$

2. The wavefunction is given by calculating the amplitudes of $N$ ! plane waves in each region of an $N$-dimensional configuration space. We select as the basic amplitude

$$
\begin{align*}
\cdots N)_{1}=1-e^{i k_{1} L} & =-2 i e^{i k_{1} L / 2} \sin k_{1} L / 2 \\
& =-2 i e^{i z_{1}} \sin z_{1}
\end{align*}
$$

where region 1 is $x_{1}<x_{2}<x_{3} \cdots<x_{N}$. The amplitude of any other plane wave in this region is determined by two considerations:
(a) The $k$ associated with particle 1 determines which $k$ appears in the numerical expression for the amplitude.
(b) The amplitude is modified by a $\pm$ sign according to whether it is an even or odd permutation of $(1,2,3,4, \cdots N)$. For example,
$(q 23 \cdots 1 \cdots N)_{I}=-\left(1-e^{i k_{q} L}\right)=+2 i e^{i \pi_{q}} \sin z_{q}$.
3. The amplitude of a given plane wave in some other region is calculated by first finding the amplitude of that plane wave in Region 1 and multiplying that amplitude by a factor of $e^{2 i z a}$ for each particle that $x_{1}$ has passed. For example, in the region $x_{2}<x_{3}<x_{4}<x_{1}<x_{5} \cdots<x_{N}$,

$$
(q 234 \cdots 1 \cdots N)=-\left(1-e^{\left.i k_{ष} L\right)} e^{2 i\left(\varepsilon_{2}+x_{2}+\varepsilon_{t}\right)} .\right.
$$



Fig. 1. Sketch of the graphical to the equation $a z+\operatorname{ctn} z=0$.

## II. GROUND-STATE ENERGY OF THE SYSTEM

This set of rules allows us to calculate the groundstate energy of the system at a fixed density of particles. Fixed density, of course, implies a fixed background density of spin up particles with one particle spin down.

We must choose $N$ roots of the equation

$$
-a z-c=\operatorname{ctn} z
$$

Subject to the constraint that the sum of these $N$ roots is $n \pi$. The energy will be given by

$$
E=\frac{2}{L^{2}} \sum_{i} z_{i}^{2}
$$

The constant $c$ must be real, for as we shall later demonstrate, it is related to the total momentum of the system. The ground state of the system will occur when $c=0$, which we will show explicitly when we analyze the excited states. Therefore we focus our attention on $N$ roots of the equation

$$
-a z=\operatorname{ctn} z
$$

Figure 1 gives a graphical representation of the roots of this equation, provided the roots are real.

Since we are analyzing an attractive potential we would expect that the delta function bound state would play some role in the ground state of the system. Let us allow $z$ to be complex:

$$
\begin{gathered}
z=\alpha+i \beta \\
-a(\alpha+i \beta)=\frac{\tan \alpha\left(1-\tanh ^{2} \beta\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta} \\
\\
-i \frac{\tanh \beta\left(1+\tan ^{2} \alpha\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta} .
\end{gathered}
$$

Separating this relation into real and imaginary parts will give us two transcendental equations with two unknowns. Let us first examine the imaginary
part

$$
a \beta=\frac{\tanh \beta\left(1+\tan ^{2} \alpha\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta}
$$

Figure 2 is a sketch of the graphical solution of this equation. The function on the right is bounded by $f(\beta)=\tanh \beta,(\alpha=0)$, and $f(\beta)=\operatorname{coth} \beta$, ( $\alpha=\pi / 2$ ). We are interested only in the case where $a \ll 1$, which is the large volume (large $L$ ) limit. Thus it is seen that all of the solutions occur where

$$
\pm a \beta \cong \tanh \beta \cong \operatorname{coth} \beta \cong 1
$$

Under these conditions the equation for the real part of $\operatorname{ctn} z$ is essentially independent of $\beta$ and is

$$
\begin{aligned}
\alpha & =4 \sin \alpha \cos \alpha\left(e^{-2 / a} / a\right) \\
& =0, \text { in the large volume limit. }
\end{aligned}
$$

Thus we see that there are but two imaginary roots of the spectral equation where $\beta= \pm(1 / a)$. The remainder of the roots must be real. This would be expected because the bound state of a deltafunction potential is spatially symmetric and with only one spin-down fermion there should only be one possible bound pair.

We now use the technique of I to calculate the energy, using the fact that two of the $z$ 's are imaginary,

$$
\begin{aligned}
& z_{1}=i / a=i g L / 4 \\
& z_{2}=-i / a=-i g L / 4
\end{aligned}
$$

All of the positive real roots may be approximated by

$$
z_{s}^{+}=s \pi-\operatorname{ctn}^{-1}(s a \pi)
$$

to order $a$. Similarly, the negative real roots are

$$
\overrightarrow{z_{s}}=-s \pi+\operatorname{ctn}^{-1}(s a \pi)
$$



Fig. 2. Sketch of the graphical solution to the equation $a \beta=$ $\tanh \beta\left(1+\tan ^{2} \alpha\right) /\left(\tan ^{2} \alpha+\tanh ^{2} \beta\right)^{-1}$.

The energy is

$$
\begin{aligned}
& E=\frac{2}{L^{2}}\left(z_{1}^{2}+z_{2}^{2}\right)+\frac{2}{L^{2}} \sum_{i>3} z_{i}^{2} \\
& E=-\frac{g^{2}}{4}+\frac{4}{L^{2}} \sum_{i=1}^{\frac{1}{(N-2)}}\left[(s \pi)^{2}\right.-2 s \pi \\
&\left.\times \operatorname{ctn}^{-1}(s a \pi)\right]+O\left(\frac{1}{N}\right)
\end{aligned}
$$

The second term is just the energy of the ( $N-1$ )particle background Fermi gas. Let us calculate the energy shift caused by the different particle

$$
\begin{aligned}
& E-E(N-1) \\
& \quad=\Delta E=-\frac{g^{2}}{4}-\frac{8}{L^{2}} \sum_{i=1}^{\frac{1}{(N-2)}} s \pi \operatorname{ctn}^{-1}(s a \pi)
\end{aligned}
$$

Converting the sum to an integral we have

$$
\Delta E=-\frac{g^{2}}{4}-\frac{g^{2}}{2 \pi} \int_{0}^{2 k \mathrm{~F} / g} y \operatorname{ctn}^{-1} y d y
$$

Where $k_{\mathrm{F}}$ is the Fermi momentum of the background. Performing the integration and rearranging terms gives

$$
\begin{aligned}
& \Delta E=-\frac{k_{\mathrm{F}}^{2}}{\pi}\left[\frac{g}{2 k_{\mathrm{F}}}+\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}\right. \\
&\left.+\left(\frac{g}{2 k_{\mathrm{F}}}\right)^{2}\left(\frac{\pi}{2}+\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}\right)\right]
\end{aligned}
$$

As $g \rightarrow 0, \Delta E \rightarrow 0$, as it should, for no interaction should cause no energy shift. If $g$ becomes very large,

$$
E \cong-\left(g^{2} / 4\right)+O(g)
$$

which is just the binding energy of a pair of particles in an attractive delta function potential.

This energy shift is the same as the energy shift calculated in I (repulsive potentials), with $-g$ substituted for $g$.

## III. GROUND-STATE WAVEFUNCTION

Now let us discuss the nature of the ground-state wavefunction. In region $1\left(x_{1}<x_{2}<x_{3} \cdots<x_{N}\right)$, we may calculate the amplitude of any plane wave from the wavefunction rules of Sec. I. In particular, let us calculate $(123 \cdots N)_{1},(123 \cdots N)_{1}=$ $1-e^{-2 i z_{1}}=1-e^{2 / a}=1-e^{\frac{1}{(\sigma L)}}$. Thus this amplitude, and all of the associated $(N-1)$ ! amplitudes which come by permuting the numbers $2 \cdots N$, are exponentially large in the large volume limit. The amplitude

$$
\begin{aligned}
-(21 \cdots N)_{1}=1-e^{-2 i z,} & \\
& =1-e^{-2 / a}=1-e^{-\frac{3}{2}(0 L)}
\end{aligned}
$$

is of order unity in the large volume limit. The remaining amplitudes are all calculated with real $k$ 's in Region 1, and are thus qualitatively quite similar to all of the amplitudes in the repulsive case.
If we now move on to Region 2 and calculate the amplitide $(123 \cdots N)_{2}$, we obtain
$(123 \cdots N)_{2}=e^{2 i z}\left(1-e^{\frac{1}{2}(g L)}\right)$

$$
=e^{-\frac{1}{1}(\sigma L)}\left(1-e^{\frac{1}{2}(\sigma L)}\right)=e^{-\frac{f}{f}(\sigma L)}-1,
$$

which is again of order unity.
The amplitude

$$
\begin{aligned}
&(21 \cdots N)_{2}-e^{2 i z_{1}}(21 \cdots N)_{1} \\
&=e^{\frac{1}{1}(\sigma L)}\left(e^{-\frac{1}{2}(\sigma L)}-1\right)=1-e^{\frac{1}{f(\sigma L)}}
\end{aligned}
$$

and hence is boosted from order unity to something exponentially large in the volume. In general, moving to Region 2 implies multiplication by a phase shift unless Particle 2 is part of the bound state.

If we continue moving from region to region, we can calculate the wavefunction everywhere. In every region we will find that some amplitudes are exponentially large and the remainder are of the order unity. In the large volume limit the exponential amplitudes are dominant. This dominant wavefunction may be described as follows:

1. The particle with $z_{1}$ must be to the left of the particle with $z_{2}$.
2. The spin-down particle must either have $z_{1}$ or $z_{2}$ or be between the two particles which have $z_{1}$ and $z_{2}$.

If the density were zero we would say that the different particle would have to be involved in the bound state, since it is the only particle with which a spin-up particle can bind. We find now that at finite density the different particle may have a real velocity associated with it, but it is always trapped by the bound-state wavefunction. That is, the different particle may have a real velocity only if it is "in transit" within the bound state.

## IV. EXCITATION SPECTRUM OF THE SYSTEM

Now we calculate the excited states of the system and attempt to calculate the energy of excitation as a function of the total momentum of the system. As in I, we focus our attention only on excited states which arise from the collective interactions of the different particle with the background, and not on those excitations which are ordinary Fermi excitations of the background alone. In order to do this, we make use of the freedom of allowing the constant in the spectral law to have any value we choose,
provided the sum of the $z_{i}$ 's is an integral multiple of $\pi$.

The program is basically the same as was followed in I. First we find both the energy and total momentum as a function of the constant in the spectral law, and then eliminate the constant in the expression for the energy to obtain the energy as a function of total momentum.

First we must contend with the problems which arise from the imaginary (or complex) roots to the spectral equation. Again we restrict ourselves, $a$ priori, to a constant which is real, and justify this assumption with the conclusions to which it leads.

If we assume that the $z_{i}$ 's have both real and imaginary parts, we obtain the relation

$$
\begin{aligned}
& a(\alpha+i \beta)=\frac{\tan \alpha\left(1-\tanh ^{2} \beta\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta} \\
&-i \frac{\tanh \beta\left(1+\tan ^{2} \alpha\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta}+c .
\end{aligned}
$$

If $c$ is real, the imaginary part of this expression reads

$$
a \beta=\frac{\tanh \beta\left(1+\tan ^{2} \alpha\right)}{\tan ^{2} \alpha+\tanh ^{2} \beta}
$$

which is the same expression we had in the previous section. It has the property that $\beta=1 / a$ is a solution for a small essentially independent of $\alpha$. This solution for $\beta$ implies that $\tanh \beta \sim 1$, and thus that the real part of $\operatorname{ctn} z$ is essentially equal to zero (again as argued in the previous section). This implies

$$
a \alpha=c .
$$

Hence, with $c \neq 0$, there are two complex conjugate $z$ 's, and all of the remaining $z$ 's are real.

We now have the following array of $z$ 's:

$$
\begin{aligned}
z_{1} & =(c / a)+(i / a) \\
z_{2} & =(c / a)-(i / a) \\
z_{s}^{+} & =s \pi-\operatorname{ctn}^{-1}(s a \pi-c) \\
z_{s}^{-} & =-s \pi+\operatorname{ctn}^{-1}(s a \pi+c) .
\end{aligned}
$$

Let us now calculate the total momentum of the system.

$$
\begin{aligned}
k=\frac{2}{L} \sum z_{i}=\frac{4 c}{a L}+\frac{2}{4} \sum_{s=0}^{\frac{1}{2}(N-2)} & {[\operatorname{ctn}(s a \pi+c)} \\
& \quad-\operatorname{ctn}(s a \pi-c)] .
\end{aligned}
$$

Changing sums to integrals we obtain

$$
\left.\begin{array}{rl}
k=\frac{4 c}{a L}+\frac{2}{L a \pi} \int_{0}^{2 k F / o}[ & \operatorname{ctn}^{-1}(y
\end{array}\right)
$$

This provides a transcendental relationship between $k$ and $c$. In general, it is very difficult to manipulate, but we can get an idea of its meaning if we expand the integral for small $c$ and do the integral. Under those circumstances we obtain

$$
k=(4 c / a L)\left[1-(1 / \pi) \tan ^{-1}\left(2 k_{\mathrm{F}} / g\right)\right] .
$$

Thus, for small $c, k$ is proportional to $c$. This justifies our choice of a real constant at the beginning of this analysis, for $k$ itself must be real.

Now let us calculate the energy of the system as a function of $c$,

$$
\begin{aligned}
E= & \frac{2}{L^{2}} \sum z_{2}^{2}=\frac{2}{L^{2}}\left(z_{1}^{2}+z_{2}^{2}\right)+\frac{2}{L^{2}} \sum_{\text {real } i} z_{i}^{2} \\
= & \frac{4 c^{2}}{a^{2} L^{2}}-\frac{4}{a^{2} L^{2}}+\frac{4}{L^{2}} \sum_{s=0}^{\frac{1}{2(N-2)}} s^{2} \pi^{2} \\
& -\frac{4}{L^{2}} \sum_{s=0}^{\frac{1}{(N-2)}} s \pi\left[\operatorname{ctn}^{-1}(s a \pi-c)+\operatorname{ctn}^{-1}\left(s a_{\pi}+c\right)\right]
\end{aligned}
$$

The third term on the right is again just the energy of a Fermi gas of $N-1$ particles, so we again define an energy shift which is $E-E_{\mathrm{F}}(N-1)$. Converting the sums to integrals this energy shift is
$\Delta E(c)=\frac{4 c^{2}}{a^{2} L^{2}}-\frac{4}{L^{2} a^{2} \pi}$

$$
\times \int_{0}^{2 k F / v} y\left[\operatorname{ctn}^{-1}(y-c)+\operatorname{ctn}^{-1}(y+c)\right] d y-\frac{g^{2}}{4}
$$

Again, in full generality, this expression is difficult to interpret. The small $c$ expansion, however, contains a great deal of information. If $c=0$ we recover the energy shift which we calculated in the previous section. It is easy to see that $d \Delta E / d c=0$ when $c=0$, so the lowest order in a power series expansion is $c^{2}$. Expanding and doing the integrals we obtain
$\Delta E_{2}(c)=\frac{4 c^{2}}{a^{2} L^{2}}\left\{1-\frac{1}{\pi}\left[\tan ^{-1} \frac{2 k_{\mathrm{F}}}{g}+\frac{\frac{1}{2}\left(2 k_{\mathrm{F}}\right)}{1+4 k_{\mathrm{F}}^{2} / g^{2}}\right]\right\}$.
The second factor of this expression is positive for all values of $2 k_{\mathrm{F}} / g$, and thus we see that our previous assumption that $c=0$ was the condition for the ground state was correct.

If we now eliminate $c$ in favor of $k$ in the expression for the excitation energy, we find

$$
\begin{aligned}
& \Delta E_{2}=\frac{k^{2}}{4}\left\{1-\frac{1}{\pi}\left[\tan ^{-1} \frac{2 k_{\mathrm{F}}}{g}\right.\right. \\
&\left.\left.+\frac{2 k_{\mathrm{F}} / g}{1+4 k_{\mathrm{F}}^{2} / g^{2}}\right]\right\} /\left(1-\frac{1}{\pi} \tan ^{-1} \frac{2 k_{\mathrm{F}}}{g}\right)^{-2}
\end{aligned}
$$

Now we can calculate the effective mass of these excitations from the expression

$$
\begin{aligned}
& E=k^{2} / 2 m^{*} \\
& m^{*}=\left[2\left(1-\frac{1}{\pi} \tan ^{-1} \frac{2 k_{\mathrm{F}}}{g}\right)^{2}\right] /\left\{1-\frac{1}{\pi}\left[\tan ^{-1} \frac{2 k_{\mathrm{F}}}{g}\right.\right. \\
&\left.\left.+\frac{2 k_{\mathrm{F}} / g}{1+4 k_{\mathrm{F}}^{2} / g^{2}}\right]\right\}^{-1}
\end{aligned}
$$

As $g$ tends to zero (weak interactions), $m^{*}$ approaches 1 , indicating that the excitations have the effective mass of one of the fundamental fermions. As $g$ tends to infinity (strong interaction), $m^{*}$ approaches 2, which means that the bound state is so tightly bound that the two bound particles operate as a single unit.

These results, the ground-state energy, the excitation energy, and the effective mass may be obtained from the corresponding results for the repulsive interaction by simply changing the sign of $g$. Perturbation theory, which relies upon complete analyticity in the coupling constant, confirms all of these results by duplicating (at least to third order) the small $g$ power series for these quantities. It seems surprising that the rather extreme differences in the calculations (i.e., the explicit inclusion of the complex roots in the attractive case) give rise to a simple analytic continuation of a series in $g$ through the value $g=0$. This principle of analyticity is valid even for calculations involving the wavefunction as we shall now demonstrate by showing that the ground-state pair-correlation function also has this property.

## V. GROUND-STATE PAIR CORRELATIONS

The pair-correlation function is defined to be

$$
\begin{array}{rl}
\rho\left(x_{1}, x_{2}\right)=\int_{0}^{L} \cdots \int_{0}^{L} & d x_{3} \cdots d x_{N} \\
& \times \psi^{*}\left(x_{1} \cdots x_{N}\right) \psi\left(x_{1} \cdots x_{N}\right) .
\end{array}
$$

This function gives the relative probability to find particle $z$ at $x_{2}$, given that Particle 1 is at $x_{1}$. Of course, Particle 2 is the same as all of the other spindown particles, and thus this function is equally well interpreted as the spin-up-spin-down pair-correlation function.

It has been pointed out to the author ${ }^{3}$ that the derivation of the pair correlation in I is incorrect, although it will turn out that the answer is right. We will correct the derivation here, and calculate the pair-correlation function for the attractive case.

[^113]The wavefunction in Region I may be written in the form of a Slater Determinant

$$
\psi=\left|\begin{array}{cccc}
\alpha_{1} e^{i k_{1} x_{1}} & \alpha_{2} e^{i k_{3} x_{2}} & \alpha_{3} e^{i k_{3} x_{1}} & \ldots \\
e^{i k_{3} x_{2}} & e^{i k_{2} x_{8}} & e^{i k_{3} x_{3}} & \ldots \\
e^{i k_{3} x_{3}} & e^{i k_{3} x_{3}} & e^{i k_{3} x_{3}} & \ldots \\
\vdots & \vdots & \vdots &
\end{array}\right|
$$

It is easily checked that this is exactly the wavefunction dictated by the rules of Sec. I. We have gone to great trouble to assure that our wavefunction is periodic so let us make use of this periodicity here. We may simplify the calculation by setting $x_{1}=0$ and integrating over all coordinates from 0 to $L$. This covers one entire periodic cycle of the wavefunction, and has the advantage that the integrated requires knowledge of the wavefunction in Region I only.
Under these conditions

$$
\psi=\left|\begin{array}{ccccc}
\alpha_{1} & \alpha_{2} & \alpha_{3} & \cdots & \alpha_{N} \\
e^{i k_{1} x_{1}} & e^{i k_{2} x_{3}} & e^{i k_{1} x_{3}} & \cdots & e^{i k_{3} x_{N}} \\
e^{i k_{1} x_{3}} & e^{i k_{2} x_{3}} & e^{i k_{3} x_{3}} & \cdots & e^{i k_{3} x_{N}} \\
\vdots & \vdots & \vdots & &
\end{array}\right|
$$

Let $\psi_{m}^{l}$ be the determinant of the minor formed by removing the $m$ th row and the $l$ th column from the preceding determinant. With this notational convenience we may expand by mirrors to factor out the dependence of any $x_{i}$. Let us factor out $x_{3}$,

$$
\psi=\sum_{l}(-1)^{t+1} e^{i k t x t} \psi_{3}^{l} .
$$

Thus

$$
\psi^{*} \psi=\sum_{i} \sum_{m}(-1)^{l+m+2} \psi_{3}^{l}\left(\psi_{3}^{m}\right)^{*} e^{i\left(k i-k_{m}\right) x_{2}}
$$

Only the last factor depends upon $x_{3}$, so we may perform the integration over $x_{3}$,

$$
\begin{aligned}
I & =\int_{0}^{4} e^{i\left(k_{1}-k_{m}\right) x_{2}} d x_{3} \\
& =\frac{1}{i\left(k_{t}-k_{m}\right)}\left(e^{i\left(k_{l}-k_{m}\right) t}-1\right)
\end{aligned}
$$

This integral would, of course, be $L \delta_{l_{m}}$ if the $k_{i}$ 's were separated by integral multiples of $2 \pi / L$ as in the noninteracting gas. As we have seen, our system does not have this property, for each of the $k_{i}$ 's are given by a more complicated transcendental relation. As a matter of fact, for an attractive interaction the transcendental relation is

$$
\begin{aligned}
k_{i}-k_{m} & =(g / 2)\left(\operatorname{ctn} k_{m} \frac{1}{2} L-\operatorname{ctn} k_{i} \frac{1}{2} L\right) \\
& =\frac{g}{2} \frac{\sin \left(k_{l}-k_{m}\right) \frac{1}{2} L}{\sin k_{l} \frac{1}{2} L \sin k_{m} \frac{1}{2} L} \\
& =-i g \frac{e^{i\left(k_{i}-k_{m} L\right.}-1}{\left(1-e^{i k_{i} L}\right)\left(1-e^{-i k_{m} L}\right)} .
\end{aligned}
$$

Using this result we find

$$
\begin{array}{ll}
I=(1 / g) \alpha_{l} \alpha_{m}^{*}, & l \neq m, \\
I=L, & l=m .
\end{array}
$$

The most convenient way to write this result is

$$
I=(1 / g) \alpha_{2} \alpha_{m}^{*}+\left[L-(1 / g) \alpha_{l} \alpha_{m}^{*}\right] \delta_{l m} .
$$

Having thus performed the $x_{3}$ integration we return to the determinental form,

$$
\begin{aligned}
& \int_{0}^{4} \psi^{*} \psi d x_{3}=\frac{1}{g} \sum_{i} \sum_{m}(-1)^{l+m+2} \psi_{3}^{l}\left(\psi_{3}^{m}\right)^{*} \alpha_{l} \alpha_{m}^{*} \\
&+\sum_{m} \psi_{3}^{m}\left(\psi_{3}^{m}\right)^{*}\left(L-\frac{1}{g} \alpha_{m} \alpha_{m}^{*}\right) .
\end{aligned}
$$

The first term in this expansion is zero, because it represents the product of two determinants each of which have a repeated row. That is,

Thus, we now have

$$
\int_{0}^{4} \psi^{*} \psi d x_{3}=\sum_{m} \psi_{3}^{m}\left(\psi_{3}^{m}\right) *\left(L-\frac{1}{g} \alpha_{m} \alpha_{m}^{*}\right),
$$

which is very similar to the result we would have obtained had the $k_{i}$ 's been separated by integral multiples of $\frac{1}{4}(2 \pi)$. The only difference is that the effective normalization of $\psi_{3}^{m}$ is $\left[L-(1 / g) \alpha_{m} \alpha_{m}^{*}\right]^{\frac{1}{2}}$ instead of $L^{\ddagger}$.

Now, as we integrate on $x_{4}$, we may repeat this process independently on each of the $N$ determinental mirrors appearing in the above sum. The argument is exactly the same for each of these terms and the result is

$$
\begin{aligned}
\int_{0}^{L} \int_{0}^{L} \psi^{*} \psi d x_{3} d x_{4} & =\sum_{m * i} \sum_{3_{3,4}}^{m, l}\left(\psi_{3,4}^{m, l}\right)^{*} \\
& \times\left(L-\frac{1}{g} \alpha_{m} \alpha_{m}^{*}\right)\left(L-\frac{1}{g} \alpha_{l} \alpha_{l}^{*}\right),
\end{aligned}
$$

where $\psi_{s: 4}^{m, 4}$ is the determinant of the mirror formed
by crossing out rows 3 and 4 and columns $m$ and $l$ in the original determinant.

This process continues until all of the rows greater than 3 and all of the columns but two have been crossed out. This leaves only $2 \times 2$ determinants to be evaluated. Let $\varphi_{i j}$ be one of these $2 \times 2$ determinants. Of course

In terms of these $2 \times 2$ 's

$$
\begin{aligned}
& \rho\left(x_{2}\right)=\sum_{i>i} \sum_{m} \sum_{m} \sum_{\substack{* \neq m}} \sum_{\substack{n \neq 1 \\
\sim=m}} \cdots \\
& \times\left[\prod_{s \neq i, j}\left(L-\frac{1}{g} \alpha_{s}^{*} \alpha_{s}\right)\right] \varphi_{i ;} \varphi_{i j}^{*} .
\end{aligned}
$$

Let us convert the product into an unrestricted product and rewrite the expression

$$
\rho\left(x_{2}\right)=\left[\prod_{s=1}^{N}\left(L-\frac{1}{g} \alpha_{s}^{*} \alpha_{s}\right)\right] \sum_{m} \sum_{i \neq m} \sum_{\substack { n \neq l \\
\begin{subarray}{c}{ n \neq l \\
\begin{subarray} { c } { } }\end{subarray}} \cdots \sum_{i>i} \sum_{i} \frac{1}{\left[L-(1 / g) \alpha_{i} \alpha_{i}^{*}\right]} \frac{1}{\left[L-(1 / g) \alpha_{i} \alpha_{i}^{*}\right]} \varphi_{i i} \varphi_{i j}^{*} .
$$

Now all of the sums but $i$ and $j$ are just enumerating the ways to cross off ( $N-2$ ) columns such that the $i$ th and $j$ th columns remain, and since $\varphi_{i j}=0$ we may write the final result

$$
\rho\left(x_{2}\right)=\left[\prod_{s=1}^{N}\left(L-\frac{1}{g} \alpha_{\varepsilon}^{*} \alpha_{s}\right)\right](N-2)!\frac{1}{2} \sum_{i} \sum_{i} \frac{1}{\left[L-(1 / g) \alpha_{i} \alpha_{i}^{*}\right]} \frac{1}{\left[L-(1 / g) \alpha_{i} \alpha_{i}^{*}\right]} \varphi_{i} \varphi_{i j}^{*} .
$$

This is the exact expansion for the pair-correlation function. It may be shown that this function also is periodic with period $L$. We wish to calculate this
function only in the large $L$ limit, thus we may approximate the factors in the denominator by $L$, since

$$
(1 / g) \alpha_{3}^{*} \alpha_{s} \leq 4 / g
$$

and hence is negligible with respect to $L$.
Aside from irrelevant normalization factors, we have

$$
\begin{aligned}
\rho\left(x_{2}\right) \sim \sum_{i} \sum_{i} \alpha_{i}^{*} \alpha_{i}+\alpha_{i}^{*} \alpha_{i}-\alpha_{i} \alpha_{i}^{*} e^{i\left(k_{i}-k_{i}\right) x_{i}} & \\
& -\alpha_{i} \alpha_{i}^{*} e^{-i\left(k_{i}-k_{i}\right) x_{x}}
\end{aligned}
$$

which is exactly the expression used to calculate the pair correlation in I.

There is one additional complication which arises in the attractive case. In the preceding derivation we have assumed that all of the $k_{i}$ 's are real. As we have shown previously, the attractive ground state has two complex $k$ 's, which are complex conjugates of one another. The complication comes from the integral over the coordinates. If we allow for complex $k$ 's the integral is written

$$
I=\int_{0}^{L} e^{i\left(k i-k_{m}^{*}\right) x_{z}} d x_{3}
$$

By exactly the same line of reasoning as before

This product may be expanded and integrated in exactly the same way. The only change in the result is to change $\alpha_{i}^{*}$ into $\tilde{\alpha}_{i}$ and to change the definition of the residual $2 \times 2$ determinants. If we let

$$
\begin{aligned}
& \varphi_{i j}=\left|\begin{array}{cc}
\alpha_{i} & \alpha_{i} \\
e^{i k_{i} z} & e^{i k_{i z}}
\end{array}\right|, \\
& \tilde{\varphi}_{i j}=\left|\begin{array}{cc}
-i k_{i j} & e^{-i k_{i j x}} \\
\bar{\alpha}_{i} & \tilde{\alpha}_{j}
\end{array}\right|,
\end{aligned}
$$

the final result is

$$
\begin{aligned}
& \rho\left(x_{2}\right)=\frac{(N-2)!}{2}\left[\prod_{s=1}^{N}\left(L-\frac{1}{g} \alpha_{s} \tilde{\alpha}_{s}\right)\right] \\
& \quad \times \sum_{i} \sum_{i} \frac{1}{\left[L-(1 / g) \alpha_{i} \tilde{\alpha}_{i}\right]} \frac{1}{\left[L-(1 / g) \alpha_{i} \tilde{\alpha}_{i}\right]} \tilde{\varphi}_{i j} \tilde{\varphi}_{i j} .
\end{aligned}
$$

Now let us calculate this pair correlation function in the large $L$ limit. According to the wavefunction rules and with our usual designation of $k$ 's we have

$$
\alpha_{1}=\left(1-e^{i k_{1} L}\right)=1-e^{-\frac{z^{2} 0 L}{}}=\tilde{\alpha}_{2}=1
$$ in the large $L$ limit,

$$
\begin{aligned}
I & =(1 / g) \alpha_{l} \alpha_{m}^{*}, & & k_{l} \neq k_{m}^{*}, \\
& =L, & & k_{l}=k_{m}^{*} .
\end{aligned}
$$

If we let $k_{1}$ and $k_{2}$ be the complex $k$ 's and $k_{3}$ through $k_{N}$ be real, we can say

$$
\begin{aligned}
I=(1 / g) \alpha_{2} \alpha_{m}^{*} \text { except where } & l=1, m=2 \\
& m=2, l=1
\end{aligned}
$$

$$
=L \quad \text { in the excepted cases. }
$$

Formally the complication is easily handled if we interchange the first two rows and the first two columns of the Slater Determinant for $\psi^{*}$. This, of course, does not change $\psi^{*}$ at all. We now define

$$
\begin{aligned}
\bar{\alpha}_{i} & =\alpha_{2}^{*}, & & i=1, \\
& =\alpha_{1}^{*}, & & i=2, \\
& =\alpha_{i}^{*}, & & i \geq 3 .
\end{aligned}
$$

Making use of the fact that $k_{1}=k_{2}^{*}$, we can now write $\psi^{*} \psi$ in the form

$\alpha_{2}=\left(1-e^{i k, L}\right)=1-e^{\frac{1}{2}(\sigma L)}=\tilde{\alpha}_{1}=-e^{\frac{1}{\xi}(\sigma L)}$
in the large $L$ limit.
Thus the factor
$L-(1 / g) \alpha_{1} \tilde{\alpha}_{1}=L-(1 / g) \alpha_{2} \tilde{\alpha}_{2} \cong(1 / g) e^{\frac{1(g L)}{}}$
in the large $L$ limit.
As before, we may neglect $(1 / g) \alpha_{s} \tilde{\alpha}_{4}$ in comparison with $L$ in the demoninator of the expression inside the sum, provided $k_{a}$ is real.

Now we will compute the actual form of the pair-correlation function in the ground state. Let us neglect the normalization factors which multiply $\rho$ and pick a convenient normalization later. We find four different kinds of terms in the summation.

$$
\begin{align*}
F_{1} & \left.=g^{2} e^{-i \rho L}\left|\begin{array}{cc}
1 & -e^{\frac{1}{k}(\sigma L)} \\
e^{-\frac{1}{2}(g x)} & e^{\frac{1}{(g x)}}
\end{array}\right| \begin{array}{cc}
e^{\frac{1}{4}(\theta x)} & e^{-\frac{1}{2}(g x)} \\
-e^{\frac{k}{(\sigma L)}} & 1
\end{array} \right\rvert\,  \tag{1}\\
& =g^{2} e^{-g x}
\end{align*}
$$

provided $x \ll L$.

$$
\begin{equation*}
i=1, j \geq 3 ; j=1, i \geq 3 \tag{2}
\end{equation*}
$$

$$
\left.\begin{aligned}
F_{2} & =\sum_{i} \frac{g}{L} e^{-\frac{1}{j(g L)}} \left\lvert\, \begin{array}{cc}
1 & \alpha_{i} \\
e^{-\frac{1}{2}(o x)} & e^{i k_{j} x} \|-e^{\frac{3}{2}(g L)}
\end{array} \alpha_{i}^{*}\right.
\end{aligned} \right\rvert\,
$$

provided $x \ll L \quad N \gg 1$.

$$
\begin{equation*}
i=2, j \geq 3 ; j=2, i \geq 3 \tag{3}
\end{equation*}
$$

$$
F_{3}=\sum_{i} \frac{g}{4} e^{-\frac{1}{3}(\sigma L)}\left|\begin{array}{cc}
-e^{-\frac{i}{2}(\alpha L)} & \alpha_{i} \| \\
e^{g x} & e^{i k_{z} x}
\end{array} \| \begin{array}{cc}
e^{-\frac{1}{2}(\theta x)} & e^{-i k_{i} x} \\
1 & \alpha_{i}^{*}
\end{array}\right|
$$

$$
F_{3}=\frac{N g}{4}-g e^{-\frac{\xi}{g}(x)} \sum \alpha_{j}^{*} e^{i k ; z}
$$

provided $x \ll L, N \gg 1$.

$$
\begin{align*}
i & \geq 3, j \geq 3,  \tag{4}\\
F_{4} & \left.=\sum_{i} \sum_{i} \frac{1}{4^{2}}\left|\begin{array}{cc}
\alpha_{i} & \alpha_{i} \\
e^{i k_{i} x} & e^{i k_{i} z}
\end{array}\right| \begin{array}{cc}
e^{-i k_{i} x} & e^{-i k_{i} x} \\
\alpha_{i}^{*} & \alpha_{i}^{*}
\end{array} \right\rvert\, \\
& =-\frac{2 N}{L^{2}} \sum_{i} \alpha_{i} \alpha_{i}^{*}+\frac{2}{4^{2}}\left|\sum_{i} \alpha_{i} e^{-i k_{i j}}\right|^{2} \\
F_{4} & =-\frac{2 N}{L^{2}} \sum \alpha_{i} \alpha_{i}^{*}+\frac{2}{L^{2}}\left|\sum_{i} \alpha_{i} e^{-i k_{i} x}\right|^{2} .
\end{align*}
$$

Now the pair correlation function is proportional to

$$
\begin{gathered}
\rho \alpha F_{1}+F_{2}+F_{3}+\frac{1}{2} F_{4} . \\
\rho \propto \frac{2 N_{g}}{L}-\frac{N}{L^{2}} \sum \alpha_{i}^{*} \alpha_{i}+g^{2} e^{-g x}-\frac{g}{L} e^{-\frac{3}{2}(g x)} \\
\times\left(\sum \alpha_{i} e^{-i k i x}+\sum \alpha_{i}^{*} e^{i k i z}\right)+\frac{1}{L^{2}}\left|\sum \alpha_{i} e^{-i k i x}\right|^{2} . \\
\rho \propto \frac{2 N_{o}}{L}-\frac{N}{L^{2}} \sum \alpha_{i} \alpha_{i}^{*} \\
\quad+\left|\left(g e^{-\frac{1}{2}(\theta x)}-\frac{1}{L} \sum \alpha_{i} e^{-i k i x}\right)\right|^{2} .
\end{gathered}
$$

We now convert the sums to integrals, using the spectral law

$$
\sum \alpha_{i} \alpha_{i}^{*}=4 \sum_{\varepsilon} \sin ^{2} k_{\varepsilon} \frac{1}{2} L
$$

but

$$
\operatorname{ctn} k_{s} \frac{1}{2} L=-2 k_{s} / g
$$

thus

$$
\sum \alpha_{i} \alpha_{i}^{*}=4 \sum_{i} \frac{1}{1+4 k_{s}^{2} / g^{2}} .
$$

In calculating this sum very little error will be introduced if we let $k_{s}=2 s \pi / L$. Thus, converting to an integral
$\sum \alpha_{i} \alpha_{i}^{*}=\frac{L}{2 \pi} \int_{-k F}^{k F} \frac{1}{1+4 k^{2} / g^{2}} d_{k}=\frac{2 L_{g}}{\pi} \tan ^{-1} 2 k_{\mathrm{F}} / g$. Now we take

$$
\sum \alpha_{s} e^{-i k_{l} x}=2 i \sum e^{i k, \xi t} \sin k_{s} \frac{1}{2} L e^{i k s x},
$$

from the spectral law

$$
=2 i \sum \frac{e^{-i k_{t} x}}{2 k_{a} / g+i}
$$

If $x \ll L$ we may replace $k$, by $2 s \pi / L$, and convert the sum to an integral. We obtain

$$
\sum \alpha_{e} e^{-i k, x}=-\frac{i g L}{2 \pi} \int_{-2 k \mathrm{~F} / \theta}^{2 k \mathrm{~F} / g} \frac{e^{-i s x y / 2}}{y+i} d y .
$$

Putting these back into our expression for the unnormalized pair-correlation function, we obtain

$$
\begin{aligned}
& \rho \propto \frac{2 N_{g}}{L}-\frac{2 N_{g}}{4 \pi} \tan ^{-1} 2 k_{F} / g \\
&+g^{2}\left|e^{-g x / 2}-\frac{i}{2 \pi} \int_{-2 k F / 0}^{2 k F / g} \frac{e^{-\frac{\xi}{}(i \sigma x y)}}{y+i} d y\right|^{2} .
\end{aligned}
$$

If we now normalize so that the background density is unity, we have
$\rho=1+\left[g \pi / 2 k_{\mathrm{F}}\left(1-\frac{1}{\pi} \tan ^{-1} 2 k_{\mathrm{F}} / g\right)\right] Q^{*}(x) Q(x)$, where

$$
Q(x)=e^{-\frac{1}{2}(\theta x)}-\frac{i}{2 \pi} \int_{-2 k \mathrm{~K} / g}^{2 k \mathrm{~g} / g} \frac{e^{-i g x / 2 y}}{y+i} d y,
$$

or, alternatively

$$
Q(x)=\frac{1}{\pi} \int_{2 k \mathrm{~F} / g}^{\infty} \frac{y \sin \frac{1}{2}(g x y)+\cos \frac{1}{2}(g x y)}{y^{2}+1} d y .
$$

In two limits of interest:
(1) $\frac{g}{2 k_{\mathrm{F}}} \gg 1$ (Strong interactions, low density).

$$
\begin{aligned}
& Q(x)=e^{-\frac{1(\theta x)}{(g)}-\frac{2 k_{\mathrm{F}}}{\pi g} \frac{\sin k_{\mathrm{F}} x}{k_{\mathrm{F}} x}} \\
& \rho(x)=1+\frac{g \pi}{2 k_{\mathrm{F}}}\left(e^{-\frac{\xi}{5}(\theta x)}-\frac{2 k_{\mathrm{F}}}{g \pi} \frac{\sin k_{\mathrm{F}} x}{k_{\mathrm{F}} x}\right)^{2}
\end{aligned}
$$

(2) $\frac{g}{2 k_{\mathrm{F}}} \ll 1$ (Weak interaction, high density).

$$
\begin{aligned}
Q(x)=\frac{1}{\pi} \int_{k \mathrm{~F} x}^{\infty} \frac{\sin z}{z} d z & =-\frac{1}{\pi} \operatorname{si}\left(k_{\mathrm{F}} x\right) \\
& =\frac{1}{2}-\frac{1}{\pi} \operatorname{si}\left(k_{\mathrm{F}} x\right)
\end{aligned}
$$

$$
\rho(x)=1+\frac{g}{2 k_{\mathrm{F}}}\left[s i\left(k_{\mathrm{F}} x\right)\right]^{2} .
$$

This result is an analytic continuation in the coupling constant $g$ of the repulsive result, therefore perturbation theory properly predicts this result. Figure 3 is a plot of this pair-correlation function for $k_{F}=1$ with the strength $g$ as a parameter.

## VI. STATES WITH NO PAIR PRESENT

In addition to the states we have discussed in the previous sections, there is another class of


Fig. 3. Pair-correlation deviation function for the ground state.
exited states, namely those which have no bound pair present. The energy of these states may be
calculated from the spectral law assuming that all of the $z_{i}$ 's are real.

The line of reasoning is the same as has been used throughout this paper, except that we must now include $N$ real $z$ 's. This leads to

$$
\begin{array}{ll}
z_{s}^{+}=s \pi-\operatorname{ctn}^{-1}(s a \pi-c), & s=1 \cdots \frac{1}{2} N, \\
z_{s}^{-}=-s \pi+\operatorname{ctn}^{-1}(s a \pi+c), & s=1 \cdots \frac{1}{2} N .
\end{array}
$$

The energy is

$$
\begin{aligned}
E= & \frac{2}{L^{2}} \sum z_{i}^{2}=\frac{4}{L^{2}} \sum_{s=1}^{N / 2} s^{2} \pi^{2}-\frac{4}{L^{2}} \sum_{s=1}^{N / 2} s \pi \\
& \times\left[\operatorname{ctn}^{-1}(s a \pi-c)+\operatorname{ctn}^{-1}(s a \pi+c)\right]+o\left(\frac{1}{L}\right) .
\end{aligned}
$$

The first term is the energy of a Fermi gas with $N+1$ particles. We have already worked out the second term in Secs. II and IV. The result is
$E=E(N+1)-\frac{k_{\mathrm{F}}^{2}}{\pi}\left[\frac{g}{2 k_{\mathrm{F}}}+\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}+\frac{g^{2}}{4 k_{\mathrm{F}}^{2}}\left(\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}-\frac{\pi}{2}\right)\right]-\frac{g^{2} c^{2}}{4 \pi}\left[\frac{\pi}{2}-\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}+\frac{g / 2 k_{\mathrm{F}}}{1+\left(g^{2} / 4 k_{\mathrm{F}}^{2}\right)}\right]$.

The connection between $c$ and $k$ for small $c$ is

$$
\begin{aligned}
K=\frac{2}{L} \sum z_{i}=-\frac{2}{L} \sum_{s=1}^{t N}[ & \operatorname{ctn}^{-1}(s a \pi-c) \\
& \left.-\operatorname{ctn}^{-1}(s a \pi+c)\right] .
\end{aligned}
$$

Again this sum has been worked out in Sec. IV,

$$
K=-g c\left[\frac{1}{2}-\frac{1}{\pi} \tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}\right] .
$$

Thus, for small $k$,

$$
\begin{aligned}
E & =E(N+1) \\
& -\frac{k_{\mathrm{F}}^{2}}{\pi}\left[\frac{g}{2 k_{\mathrm{F}}}+\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}+\frac{g^{2}}{4 k_{\mathrm{F}}^{2}}\left(\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}-\frac{\pi}{2}\right)\right] \\
& -\left\{k^{2}\left[\frac{\pi}{2}-\tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}+\frac{g / 2 k_{\mathrm{F}}}{1+g^{2} / 4 k_{\mathrm{F}}^{2}}\right]\right. \\
& \left.\times 4 \pi^{-1}\left[\frac{1}{2}-\frac{1}{\pi} \tan ^{-1} \frac{g}{2 k_{\mathrm{F}}}\right]^{-2}\right\} .
\end{aligned}
$$

The $k=0$ state is the most energetic states of this class, because the energy decreases as $k$ increases. This can be seen from Fig. 1 where it is easy to see that as $c$ is increased or decreased from zero the $z$ 's are pinched together instead of being spread apart. For $g$ small, the energy shift is linear in $g$, and hence the effect of breaking a pair in the $k=0$ state is about $k_{\mathbf{F}}^{2}$, or the energy required
to move two particles to the top of the Fermi sea. The different particle, however, still is most likely to be near the middle of the Fermi sea.

If $g$ is very large the energy required to break the pair in the $k=0$ state tends to $\frac{1}{4} g^{2}$, or just the binding energy of the bound state.
If we wish to break the pair in some other state of total momentum $k$ we see that the occupation probability for the different particle maximizes at $-k$. It is possible to show that the states with a bound pair present, and those with the bound pair broken come within order $g^{2}$ of one another as $k$ approaches $k_{\mathrm{F}}$. If one breaks the pair and keeps $k=k_{\mathrm{F}}$ it is necessary to send the different particle all the way to $-k_{\mathrm{F}}$. This is reminiscent of the BCS wavefunction in the theory of superconductivity.

## VII. PAIR CORRELATIONS IN THE "BROKEN PAIR" STATES

Since all of the $k_{i}$ 's are real, the pair correlation function is

$$
\rho \propto \frac{N}{L^{2}} \sum \alpha_{i} \alpha_{i}^{*}-\left|\frac{1}{L} \sum \alpha_{i} e^{-i k i x}\right|^{2}
$$

for $x \ll L N \gg 1$. We put this into normalized form, and use the previous calculations of the sums and obtain

$$
\rho=1-\frac{g R(x) R^{*}(x)}{8 k_{\mathrm{F}} \tan ^{-1} 2 k_{\mathrm{F}} / g}
$$



Fig. 4. Pair-correlation function for the "broken pair" $K=0$ state.
where

$$
R(x)=\int_{-2 k \pi / v}^{2 k \mathrm{~F} / \varphi} \frac{e^{-\frac{1}{(s}(\phi x y)}}{y+i} d y=2 \pi i\left(Q(x)-e^{-\frac{1}{2}(\varphi x)}\right)
$$

This pair-correlation function is plotted in Fig. 4 with $k_{F}=1$ and $g$ as a parameter.

The small- $g$ behavior of this function is interesting. For small $g$ we obtain

$$
\rho(x)=1-(g L / N)\left[e^{-\frac{1}{2} \varphi x}+\operatorname{si}\left(k_{\mathrm{F}} x\right)\right]^{2}
$$

a function which is very close to unity as $g$ becomes small, but whose departure from unity extends over an enormous range. Define the function $f$ as

$$
f(x)=\rho(x)-1
$$

We now claim that $f(x)$ tends to zero as $g$ tend to zero, but the integral of $f(x)$ is independent of $g$. Thus, in this state, a very tiny pair correlation extends over a huge distance.
In the other extreme, when $g / k_{F} \gg 1$, the paircorrelation function becomes

$$
\rho(x)=1-\left(\sin k_{\mathrm{F}} x / k_{\mathrm{F}} x\right)^{2}
$$

which is the same result one obtains for the strongly
interacting repulsive case. This is just a manifestation of the fact that an infinite attractive deltafunction well is as impenetrable as an infinite repulsive delta-function well, and this answer would have been anticipated from the work of Giraudeau. ${ }^{4}$
For intermediate values of the coupling constant the pair-correlation function tends to "pile up" probability in the immediate vicinity of the different particle, but the maximum value of this enhanced region is always below background. One striking effect of removing the bound pair is that the paircorrelation function switches from being everywhere greater than background to being everywhere less than background.

## VIII. CONCLUSIONS

To a point, the results for the attractive case bear a great resemblance to those for the repulsive case. The ground-state energy shift and the effective mass of the low-lying excited states and the paircorrelation function are the same functions of the strength that they were for the repulsive case. As one would expect, the energy shift is negative so that the energy of the system is less than the energy of a Fermi gas of $N-1$ particles.

The attractive potential also gives rise to a class of excited states which have no analog in the repulsive case. These are the "broken pair" states which have all real $k$ 's and no bound state is present. These states have an energy which is greater than the energy of a Fermi gas of $N-1$ particles, and are characterized by a negative effective mass. These states are separated from the states with a pair present by an energy if the order of the binding energy when the total momentum is nearly equal to $k_{\mathrm{F}}$. When no bound pair is present these states exhibit a long-range tail in the pair-correlation function.

Finally, it should be emphasized that the ground state of a system of $N$ spin- $\frac{1}{2}$ fermions would have $\frac{1}{2} N$ spin up and $\frac{1}{2} N$ spin down. ${ }^{5}$ It is hoped that these two papers will provide a first step toward the solution of this important problem.
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#### Abstract

The complex degree of coherence $\gamma\left(\mathrm{r}_{1}, \mathrm{r}_{2}, t_{1}-t_{2}\right)$ of a stationary optical field is defined as the normalized cross-correlation function ( $|\gamma| \leq 1$ ) of the light disturbances at two space-time points ( $\mathrm{r}_{1}, t_{1}$ ), ( $\mathrm{r}_{2}, t_{2}$ ), the disturbances being represented by means of Gabor's analytic signals.

In the present paper the general form of $\gamma$ is examined under the condition that $|\gamma|$ takes on the extreme value unity for all possible time differences $\tau=t_{1}-t_{2}(-\infty<\tau<\infty)$. Several cases are distinguished, depending on whether this condition is satisfied for some points or for all points in some fixed domain of space. It is pointed out, that the previously published derivations of the relevant theorems contain serious errors. The methods employed in the present paper make use of the property of nonnegative definiteness which the complex degree of coherence is shown to obey. The results have a bearing on the important but as yet unsolved "phase problem" of optical coherence theory.


## 1. INTRODUCTION

ABASIC quantity used in the analysis of a large number of coherence phenomena associated with stationary optical fields is the complex degree of coherence ${ }^{1}$
$\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right) /\left\{\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{1}, 0\right) \Gamma\left(\mathbf{r}_{2}, \mathbf{r}_{2}, 0\right)\right\}^{\frac{1}{2}}$
where $\Gamma$ is the mutual coherence function

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=\left\langle V\left(\mathbf{r}_{1}, t+\tau\right) V^{*}\left(\mathbf{r}_{2}, t\right)\right\rangle \tag{1.2}
\end{equation*}
$$

In (1.2), $V(\mathrm{r}, t)$ is a complex scalar wavefunction, $\mathbf{r}_{i}(j=1,2)$ are position vectors of two points in the wave field, $t$ represents the time and angular brackets the time average. $\gamma$ is an analytic signal ${ }^{1,2}$ with respect to the variable $\tau$, i.e., it has Fourier integral representations which contains only nonnegative frequency components,

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=\int_{0}^{\infty} w\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \nu\right) e^{-2 \pi i \nu \tau} d \nu \tag{1.3}
\end{equation*}
$$

If one assumes that $\gamma$ is square integrable, then this result implies, according to a well known theorem ${ }^{3}$ that $\gamma$, considered as a function of complex $\tau$, is the boundary value on the real $\tau$-axis of a function which is analytic and regular in the lower

[^115]half of the complex $\tau$-plane. The normalization of $\gamma$ ensures that ${ }^{1}$
\[

$$
\begin{equation*}
0 \leq\left|\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)\right| \leq 1 \tag{1.4}
\end{equation*}
$$

\]

The extreme cases $\gamma=0$ and $|\gamma|=1$ are traditionally associated with "complete incoherence" and "complete coherence," respectively.

Parrent ${ }^{4}$ (see also Refs. 5 and 6) has considered the problem of determining the general form of $\gamma$ in the extreme case when $\left|\gamma\left(r_{1}, r_{2}, \tau\right)\right| \equiv 1$ for all $\tau$ values $(-\infty<\tau<\infty)$, and for all pairs of points $r_{1}$ and $r_{2}$. He concluded that in this case $\gamma$ must necessarily be strictly periodic in $\tau$, and be of the form
$\gamma\left(\mathbf{r}_{1}, \mathrm{r}_{2}, \tau\right)=\exp \left\{i\left[\alpha\left(\mathbf{r}_{1}\right)-\alpha\left(\mathbf{r}_{2}\right)-2 \pi \nu_{0} \tau\right]\right\}$.
Here $\alpha(r)$ is a real function of $r$ and $\nu_{0}$ is a positive constant. From (1.1) it follows that the mutual coherence function is then expressible in the form

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=U\left(\mathbf{r}_{1}\right) U^{*}\left(\mathbf{r}_{2}\right) e^{-2 \pi i r_{0} r} \tag{1.6}
\end{equation*}
$$

where

$$
U(\mathbf{r})=\{\Gamma(\mathbf{r}, \mathbf{r}, 0)\}^{\frac{1}{2}} \exp [i \boldsymbol{\alpha}(\mathbf{r})]
$$

is a function of $\mathbf{r}$ only.
In the present paper we are returning to the problem treated by Parrent and consider also some related problems for two reasons. First, because as will be shown below, while the conclusions expressed by Eqs. (1.5) and (1.6) are correct, Par-

[^116]rent's proof contains serious errors. Secondly, because this problem turns out to have a bearing on the important but as yet unsolved phase problem of coherence theory. ${ }^{7}$ The phase problem is essentially the problem of finding conditions under which the knowledge of the modulus of $\gamma\left(\mathbf{r}_{1}, \mathrm{r}_{2}, \tau\right)$ for all real $\tau$-values (but fixed $\mathrm{r}_{1}$ and $\mathrm{r}_{2}$ ) allows a unique determination of its phase. It may be shown that (cf. Refs. 7, 8) in view of the analytic behavior of $\gamma$ already mentioned, the phase $\phi$ of $\gamma$ must necessarily be expressible in the form ${ }^{9}$
\[

$$
\begin{equation*}
\phi(\tau)=-2 \pi \nu_{0} \tau+\tilde{\phi}(\tau)+\sum_{i} \phi^{(i)}(\tau), \tag{1.7}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\tilde{\phi}(\tau)=\frac{2 \tau}{\pi} P \int_{0}^{\infty} \frac{\log \left|\gamma\left(\tau^{\prime}\right)\right|}{\tau^{\prime 2}-\tau^{2}} d \tau^{\prime} \tag{1.8}
\end{equation*}
$$

and $\phi^{(i)}(\tau)$ is the argument of the Blaschke factor

$$
\begin{equation*}
\exp \left[i \phi^{(i)}\right]=\left[\tau-\tau^{(i)}\right] /\left[\tau-\tau^{(i) *}\right] . \tag{1.9}
\end{equation*}
$$

In (1.7), $\nu_{0}$ is a real, nonnegative quantity which is independent of $\tau$ and the $\tau^{(i)}$ are zeros in the analytic continuation of $\gamma(\tau)$ in the lower half of the complex $\tau$-plane.

It is seen from Eq. (1.7) that, apart from a linear additive term in $\tau$, the phase $\phi(\tau)$ may in general be determined from the knowledge of the modulus of $\gamma(\tau)$ on the real $\tau$-axis and the locations of the zeros in the analytic continuation of $\gamma(\tau)$ in the lower half of the complex $r$-plane. However, the locations of the zeros cannot be quite arbitrary, since $\gamma$ may be shown to obey the following condition of "nonnegative definiteness" ${ }^{10}$ :
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$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{k=1}^{n} \gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, \tau_{i}-\tau_{k}\right) \alpha_{j} \alpha_{k}^{*} \geq 0 \tag{1.10}
\end{equation*}
$$

\]

Here $n$ is any positive integer greater than or equal to unity, $\mathbf{r}_{1}, \mathbf{r}_{2}, \cdots \mathbf{r}_{n}$ are arbitrary position vectors of points in the region of space for which $\gamma$ is defined, $\tau_{1}, \tau_{2}, \cdots, \tau_{n}$ are arbitrary real constants, and $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ are arbitrary complex constants. The formula (1.10), which is basic for the present investigation is established in Sec. 2 below.
It has been conjectured ${ }^{7}$ that for many cases of physical interest the analytic continuation of $\gamma$ will, in fact, have no zeros at all in the lower half of the complex $\tau$-plane, at least in the case when $r_{1}=r_{2}$. From Eq. (1.7) it follows that in such cases the modulus of $\gamma(\tau)$ on the real $\tau$-axis specifies the phase uniquely up to an additive linear term in $\tau$, and this in turn implies that in such cases the knowledge of $|\gamma|$ for all real $\tau$ values specifies the spectral profile of the light uniquely. This conjecture is supported by explicit calculations relating to blackbody radiation. ${ }^{11}$

Now the result of Parrent, expressed by Eq. (1.5) above, relating to the limiting case $|\gamma(\tau)| \equiv 1$ implies that in this case there are also no zeros in the analytic continuation of $\gamma(\tau)$ in the lower half of the complex $\tau$-plane. It is evidently of importance, for a clearer understanding of the phase problem, to find what is the reason for the absence of the zeros in this particular case. The proof of (1.5) given by Parrent ${ }^{4}$ is based on two facts:
(1) That the most general analytie signal $f(\tau)$ whose modulus is unity on the whole real $\tau$-axis, must necessarily be of the form

$$
\begin{equation*}
f(\tau)=\exp \{i(\beta+\alpha \tau)\} \prod_{n=1}^{\infty} \frac{a_{n}^{*}}{a_{n}}\left(\frac{a_{n}-\tau}{a_{n}^{*}-\tau}\right), \tag{1.11}
\end{equation*}
$$

where $\alpha$ and $\beta$ are real constants and $a_{n}$ are complex constants such that $\alpha$ and the imaginary part of $a_{n}$ are of the same sign; [both negative or positive according as $f(\tau)$ is the boundary value on the real $\tau$ axis of a function which is analytic and regular in the lower or upper half of the complex r-plane]; and that
(2) if $f(\tau)$ is the coherence function $\gamma(\mathbf{r}, \mathbf{r}, \tau)$, then for all real $\tau$-values

$$
\begin{equation*}
\mathfrak{R}\{f(\tau)\}=\mathfrak{R}\{f(-\tau)\} \tag{1.12}
\end{equation*}
$$

where $\mathfrak{R}$ denotes the real part.
The representation (1.11) was derived by Edwards

[^118]and Parrent ${ }^{12}$ and is essentially equivalent to a representation of the $S$-matrix found by van Kampen. ${ }^{13}$ The result (1.12) is an immediate consequence of the defining Eqs. (1.1) and (1.2). Parrent asserted ${ }^{4}$ and claimed to have proved that the condition (1.12) implies that all the product terms in (1.11) are absent or, what amounts to the same thing, that the analytic continuation of $f(\tau)$ has no zeros at all in the appropriate half of the complex $r$-plane. However, that the condition (1.12) cannot, in fact, be sufficient for absence of the zeros is evident by considering the function ${ }^{16}$
\[

$$
\begin{equation*}
f(\tau)=\frac{\tau-a}{\tau-a^{*}} \cdot \frac{\tau+a^{*}}{\tau+a} \exp \left(-2 \pi i \nu_{0} \tau\right), \tag{1.13}
\end{equation*}
$$

\]

where $\nu_{0}$ is a positive constant and $a$ is a constant with a negative imaginary part. This function is an analytic signal, is unimodular on the real $\tau$-axis and obeys the condition (1.12). It is seen to contain two zeros in the lower half of the complex $\tau$-plane (where $f(\tau)$ is analytic and regular), namely at the points $\tau=a$ and $\tau=-a^{*}$.

In the present paper we will show that the real reason for the absence of the zeros in the case where $|\gamma(\tau)| \equiv 1$ is the fact that $\gamma$ is a nonnegative definite function, in the sense of Eq. (1.10). In Sec. 2 we derive this nonnegative definiteness condition. In Sec. 3 we consider the case where the condition $|\gamma(\mathbf{r}, \mathbf{r}, \tau)| \equiv 1$ holds for all real values of $\tau$ and for a fixed point $r$. In Sec. 4 we consider first the case where the condition $\left|\gamma\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \tau\right)\right| \equiv 1$ holds for all real values of $\tau$ and for a particular pair of values of $r_{1}$ and $r_{2}$. The case when the condition holds for all values of $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in some domain of space is also considered in Sec. 4.

## 2. NONNEGATIVE DEFINITENESS CONDITIONS SATISFIED BY $\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)$

In this section we derive the nonnegative definiteness condition satisfied by $\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)$ and discuss some of its consequences which will be needed in the later parts of this paper.

Let
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$$
\begin{equation*}
F(t)=\sum_{i=1}^{n} \beta_{i} V\left(\mathbf{r}_{i}, t+\tau_{i}\right), \tag{2.1}
\end{equation*}
$$

\]

where $V(\mathbf{r}, t)$ is the complex scalar wavefunction (represented in terms of an analytic signal) of a stationary optical field; $r_{i}, \tau_{i}$ are arbitrary values of the parameters $\mathbf{r}$ and $\tau$, respectively; $\beta_{j}$ are arbitrary complex parameters and $n$ is any integer greater than or equal to unity. We then have

$$
\begin{align*}
0 & \leq\left\langle F(t) F^{*}(t)\right\rangle \\
& =\sum_{i=1}^{n} \sum_{k=1}^{n} \beta_{i} \beta_{k}^{*}\left\langle V\left(\mathbf{r}_{i}, t+\tau_{i}\right) V^{*}\left(\mathbf{r}_{k}, t+\tau_{k}\right)\right\rangle \\
& =\sum_{i=1}^{n} \sum_{k=1}^{n} \beta_{i} \beta_{k}^{*} \Gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, \tau_{i}-\tau_{k}\right) . \tag{2,2}
\end{align*}
$$

Since according to (1.1),
$\gamma\left(\mathbf{r}_{i}, \mathrm{r}_{k}, \tau\right)=\Gamma\left(\mathbf{r}_{i}, \mathrm{r}_{k}, \tau\right) /\left\{\Gamma\left(\mathbf{r}_{i}, \mathrm{r}_{i}, 0\right) \Gamma\left(\mathrm{r}_{k}, \mathrm{r}_{k}, 0\right)\right\}^{\dagger}$,
(2.2) implies that

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{k=1}^{n} \gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, \tau_{i}-\tau_{k}\right) \alpha_{i} \alpha_{k}^{*} \geq 0 \tag{2.4}
\end{equation*}
$$

$\left[\alpha_{j}=\left\{\Gamma\left(\mathbf{r}_{i}, \mathbf{r}_{i}, 0\right)\right\}^{\frac{1}{2}} \beta_{i}\right]$. Since the parameters $\beta_{i}$ in (2.2) are arbitrary, so are the parameters $\alpha_{i}$ in (2.4).

For $n=1,(2.4)$ expresses the obvious condition that $\gamma(\mathbf{r}, \mathrm{r}, 0) \geq 0$. For $n=2$, it is equivalent to the statement that, in addition, one has for all values of $\mathbf{r}_{1}, \mathbf{r}_{2}$, and $\tau$

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{1}, 0\right) \gamma\left(\mathbf{r}_{2}, \mathbf{r}_{2}, 0\right)-\left|\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)\right|^{2} \geq 0 \tag{2.5}
\end{equation*}
$$

where the "Hermiticity condition"

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, \tau_{i}-\tau_{k}\right)=\gamma^{*}\left(\mathbf{r}_{k}, \mathbf{r}_{i}, \tau_{k}-\tau_{j}\right), \tag{2.6}
\end{equation*}
$$

which follows from the defining Eqs. (1.1) and (1.2) for $\gamma$, has been used. This result is also obvious, since

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{1}, 0\right)=\gamma\left(\mathbf{r}_{2}, \mathbf{r}_{2}, 0\right)=1 \tag{2.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\gamma\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \tau\right)\right| \leq 1 \tag{2.7b}
\end{equation*}
$$

The consequence of (2.4) for the case $n=3$ is, however, not quite so obvious and is of immediate interest for our problem. When $n=3$, the condition (2.4) implies that the $3 \times 3$ Hermitian matrix

$$
\left[\begin{array}{ccc}
1 & \gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau_{1}-\tau_{2}\right) & \gamma\left(\mathbf{r}_{1}, \mathrm{r}_{3}, \tau_{1}-\tau_{3}\right)  \tag{2.8}\\
\gamma\left(\mathbf{r}_{2}, \mathrm{r}_{1}, \tau_{2}-\tau_{1}\right) & 1 & \gamma\left(\mathbf{r}_{2}, \mathrm{r}_{3}, \tau_{2}-\tau_{3}\right) \\
\gamma\left(\mathbf{r}_{3}, \mathrm{r}_{1}, \tau_{3}-\tau_{1}\right) & \gamma\left(\mathbf{r}_{3}, \mathbf{r}_{2}, \tau_{3}-\tau_{2}\right) & 1
\end{array}\right]
$$

is nonnegative for all real values of $\tau_{1}, \tau_{2}, \tau_{3}$ and for all sets of any three points $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ in the space
domain $D$ for which $\gamma$ is defined. This condition implies, in particular, that the determinant of the matrix (2.8) is nonnegative, i.e., that

$$
\left|\begin{array}{ccc}
1 & \gamma_{12} & \gamma_{13}  \tag{2.9}\\
\gamma_{21} & 1 & \gamma_{23} \\
\gamma_{31} & \gamma_{32} & 1
\end{array}\right| \geq 0
$$

where, for the sake of convenience, we have used the abbreviation

$$
\begin{equation*}
\boldsymbol{\gamma}_{i k} \equiv \gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, \boldsymbol{\tau}_{i}-\boldsymbol{\tau}_{k}\right) . \tag{2.10}
\end{equation*}
$$

On evaluating the determinant (2.9) and making use of the fact that $\gamma_{i k}=\gamma_{k_{i}^{*}}^{*}$, we obtain the relation $\left(1-\left|\gamma_{12}\right|^{2}\right)\left(1-\left|\gamma_{31}\right|^{2}\right)-\left|\gamma_{32}-\gamma_{12} \gamma_{31}\right|^{2} \geq 0$.
Eq. (2.11), when written in full, expresses the condition that

$$
\begin{align*}
& \left|\gamma\left(\mathbf{r}_{3}, \mathbf{r}_{2}, \tau_{3}-\tau_{2}\right)-\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathbf{r}_{3}, \mathbf{r}_{1}, \tau_{3}-\tau_{1}\right)\right|^{2} \\
& \leq\left(1-\left|\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau_{1}-\tau_{2}\right)\right|^{2}\right)\left(1-\left|\gamma\left(\mathbf{r}_{3}, \mathbf{r}_{1}, \tau_{3}-\tau_{1}\right)\right|^{2}\right), \tag{2.12}
\end{align*}
$$

for all real values of $\tau_{1}, \tau_{2}, \tau_{3}$ and for all sets of any three points $\mathrm{r}_{1}, \mathrm{r}_{2}, \mathrm{r}_{3}$ in the domain $D$.

## 3. THE MOST GENERAL UNIMODULAR DEGREE OF SELF COHERENCE $\gamma(\mathrm{R}, \mathrm{R}, \tau)$

Suppose that $|\gamma(\mathbf{R}, \mathbf{R}, \tau)| \equiv 1$ for all real values of $\tau(-\infty<\tau<\infty)$ and for some fixed point $\mathbf{r}=\mathrm{R}$. We will show that $\gamma(\mathrm{R}, \mathrm{R}, \tau)$ must then necessarily be of the form

$$
\begin{equation*}
\gamma(\mathrm{R}, \mathrm{R}, \tau)=\exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.1}
\end{equation*}
$$

where $\nu_{0}$ is a positive constant. In the process of the proof, it will also be seen that the complex degree of coherence $\gamma(r, R, \tau)$ is also strictly periodic in $\tau$, i.e., that it has the form

$$
\begin{equation*}
\gamma(\mathrm{r}, \mathrm{R}, \tau)=\gamma(\mathrm{r}, \mathrm{R}, 0) \exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.2}
\end{equation*}
$$

Here $\mathbf{r}$ is the position vector of an arbitrary point in the space domain $D$ for which $\gamma(\mathbf{r}, \mathbf{R}, \tau)$ is defined and $\mathbf{R}$ is, as before, the position vector of the point for which $\gamma(\mathrm{R}, \mathrm{R}, \tau)$ is unimodular for all real $\tau$-values.

Since $|\gamma(R, R, \tau)| \equiv 1$ for all real values of $\tau$, we may write

$$
\begin{equation*}
\gamma(\mathbf{R}, \mathbf{R}, \tau)=\exp [i \phi(\tau)], \quad(\tau \text { real }) \tag{3.3}
\end{equation*}
$$

where $\phi$ is a real function of $\tau$. Moreover, from the defining Eqs. (1.1) and (1.2), it follows that

$$
\begin{equation*}
\phi(-\tau)=-\phi(\tau)+2 m \pi \tag{3.4}
\end{equation*}
$$

where $m$ is any integer.

Now as shown in the previous section, $\gamma$ satisfies the inequality (2.12), viz.

$$
\begin{align*}
& \left|\gamma\left(\mathbf{r}_{3}, \mathbf{r}_{2}, \tau_{3}-\tau_{2}\right)-\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathbf{r}_{3}, \mathbf{r}_{1}, \tau_{3}-\tau_{1}\right)\right|^{2} \\
& \quad \leq\left[1-\left|\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau_{1}-\tau_{2}\right)\right|^{2}\right]\left[1-\left|\gamma\left(\mathbf{r}_{3}, \mathbf{r}_{1}, \tau_{3}-\tau_{1}\right)\right|^{2}\right] \tag{3.5}
\end{align*}
$$

for all real $\tau_{1}, \tau_{2}, \tau_{3}$ and for all triads of points $\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}$ in the domain $D$ for which $\boldsymbol{\gamma}$ is defined. In particular if we set $\mathrm{r}_{1}=\mathrm{r}_{2}=\mathrm{R}$ and $\mathrm{r}_{3}=\mathrm{r}$, this condition implies that

$$
\begin{array}{r}
\left|\gamma\left(\mathrm{r}, \mathrm{R}, \tau_{3}-\tau_{2}\right)-\gamma\left(\mathrm{R}, \mathrm{R}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathrm{r}, \mathrm{R}, \tau_{3}-\tau_{1}\right)\right|^{2} \\
\leq 0 . \tag{3.6}
\end{array}
$$

Here we have made use of the fact that $|\gamma(\mathrm{R}, \mathrm{R}, \tau)| \equiv 1$ for all real values of $\tau$.

Since the left-hand side of (3.6) is always nonnegative, only the equality sign can hold, and we obtain the relation
$\gamma\left(\mathbf{r}, \mathrm{R}, \tau_{3}-\tau_{2}\right)=\gamma\left(\mathrm{R}, \mathrm{R}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathbf{r}, \mathrm{R}, \tau_{3}-\tau_{1}\right)$,
which must be valid for all real values of $\tau_{1}, \tau_{2}, \tau_{3}$ and for any arbitrary point $\mathbf{r}$ [but with fixed $\mathbf{R}$ for which $|\gamma(\mathrm{R}, \mathrm{R}, \tau)| \equiv 1]$.

If we set $\tau_{1}=\tau_{3}=\tau_{2}+\tau$ in (3.7), it follows that

$$
\begin{equation*}
\gamma(\mathbf{r}, \mathbf{R}, \tau)=\gamma(\mathbf{R}, \mathbf{R}, \tau) \gamma(\mathbf{r}, \mathbf{R}, 0) . \tag{3.8}
\end{equation*}
$$

Next let us set $\mathbf{r}=\mathbf{R}$ in (3.7) and use also Eqs. (3.3) and (3.4). We then obtain the following functional equation for $\phi$ :
$\phi\left(\tau_{1}-\tau_{2}\right)+\phi\left(\tau_{2}-\tau_{3}\right)+\phi\left(\tau_{3}-\tau_{1}\right)=2 m \pi$,
where $m$ is an arbitrary integer. To solve the functional Eq. (3.9), we first differentiate (3.9) with respect to $\tau_{1}$ and then set $\tau_{1}=\tau_{3}=\tau_{2}+\tau$. We then obtain

$$
\begin{equation*}
\phi^{\prime}(\tau)=-2 \pi \nu_{0} \tag{3.10}
\end{equation*}
$$

where prime denotes differentiation with respect to the parameter $\tau$ and $\nu_{0}=-(1 / 2 \pi) \phi^{\prime}(0)$ is a constant. Integration of (3.10) gives

$$
\begin{equation*}
\phi(\tau)=-2 \pi \nu_{0} \tau+\beta, \tag{3.11}
\end{equation*}
$$

where $\beta$ is a constant, and Eq. (3.3) now gives

$$
\begin{equation*}
\gamma(\mathbf{R}, \mathbf{R}, \tau)=\exp \left[i \beta-2 \pi i \nu_{0} \tau\right] \tag{3.12}
\end{equation*}
$$

However, since $\gamma(\mathrm{R}, \mathrm{R}, 0)=1, \beta$ must be an integral multiple of $2 \pi$, and so we finally obtain

$$
\begin{equation*}
\gamma(\mathbf{R}, \mathbf{R}, \tau)=\exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.13}
\end{equation*}
$$

Now the normalized power spectrum $w(\mathbf{R}, \mathbf{R}, \nu)$
is, according to (1.3), the Fourier transform of $\boldsymbol{\gamma}$, so that when $\gamma$ is given by (3.13),

$$
\begin{equation*}
w(\mathbf{R}, \mathbf{R}, \nu)=\delta\left(\nu-\nu_{0}\right), \tag{3.14}
\end{equation*}
$$

where $\delta$ denotes the Dirac delta function. Since $w$ can be nonzero only for the positive values of $\nu$, the constant $\nu_{0}$ in (3.13) and (3.14) must be positive.

On substitution from (3.13) in (3.8), we obtain the relation

$$
\begin{equation*}
\gamma(\mathbf{r}, \mathbf{R}, \tau)=\gamma(\mathbf{r}, \mathbf{R}, 0) \exp \left(-2 \pi i \dot{\nu}_{0} \tau\right) \tag{3.15a}
\end{equation*}
$$

From (3.15a) and (2.6) it follows that one also has the relation

$$
\begin{equation*}
\gamma(\mathbf{R}, \mathbf{r}, \tau)=\gamma(\mathbf{R}, \mathbf{r}, 0) \exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.15b}
\end{equation*}
$$

We may summarize the results which we have now established in the following:

## Theorem 1:

If for some point R and for all real values of $\tau(-\infty<\tau<\infty)$ the complex degree of self coherence $\gamma(\mathbf{R}, \mathbf{R}, \tau)$ is unimodular, then $\gamma(\mathbf{R}, \mathbf{R}, \tau)$ is necessarily of the form

$$
\begin{equation*}
\gamma(\mathrm{R}, \mathrm{R}, \tau)=\exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.16}
\end{equation*}
$$

where $\nu_{0}$ is a positive constant. ${ }^{15}$ Moreover, if $\mathbf{r}$ is any other point in the region $D$ for which the complex degree of coherence is defined, then $\gamma(\mathrm{r}, \mathrm{R}, \tau)$ is also necessarily periodic in $\tau$ and is of the form

$$
\begin{equation*}
\gamma(\mathbf{r}, \mathbf{R}, \tau)=\gamma(\mathbf{r}, \mathbf{R}, 0) \exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.17}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
\gamma(\mathrm{R}, \mathrm{r}, \tau)=\gamma(\mathrm{R}, \mathrm{r}, 0) \exp \left(-2 \pi i \nu_{0} \tau\right) \tag{3.18}
\end{equation*}
$$

## 4. THE MOST GENERAL UNIMODULAR DEGREE OF COHERENCE $\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, \tau\right)$

Suppose that $\left|\gamma\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \tau\right)\right| \equiv 1$ for all real values of $\tau(-\infty<\tau<\infty)$ and for some fixed space points $\mathbf{r}_{1}=\mathbf{R}_{1}, \mathbf{r}_{2}=\mathbf{R}_{2}$ in some space domain $D$ where $\gamma$ is defined. We will show that in this case $\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \tau\right)$ is also strictly periodic in $\tau$. In the process of the proof, it will be seen that both $\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{1}, \tau\right)$ and $\gamma\left(\mathrm{R}_{2}, \mathrm{R}_{2}, \tau\right)$ must necessarily be also unimodular for all real values of $\tau$.

We begin in a similar way as before. We set $r_{1}=R_{1}, r_{2}=R_{2}$ and $r_{3}=r$ in (2.12) and use the fact that $\left|\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \tau\right)\right| \equiv 1$. We then obtain the inequality

[^120]$$
\left|\gamma\left(\mathrm{r}, \mathrm{R}_{2}, \tau_{3}-\tau_{2}\right)-\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathrm{r}, \mathrm{R}_{1}, \tau_{3}-\tau_{1}\right)\right|^{2}
$$
\[

$$
\begin{equation*}
\leq 0 \tag{4.1}
\end{equation*}
$$

\]

which implies that the equality

$$
\begin{align*}
& \gamma\left(\mathrm{r}, \mathrm{R}_{2}, \tau_{3}-\tau_{2}\right) \\
& \quad=\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, \tau_{1}-\tau_{2}\right) \gamma\left(\mathrm{r}, \mathrm{R}_{1}, \tau_{3}-\tau_{1}\right) \tag{4.2}
\end{align*}
$$

holds for all real values of $\tau_{1}, \tau_{2}, \tau_{3}$ and for any $\mathbf{r}$ in the domain $D$. On equating the moduli of both sides of (4.2), setting $\mathbf{r}=\mathbf{R}_{1}$ and again using the fact that $\left|\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \tau\right)\right| \equiv 1$, we obtain the relation

$$
\begin{equation*}
\left|\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{1}, \tau\right)\right|=1 \tag{4.3}
\end{equation*}
$$

valid for all real values of $\tau$, where $\tau=\tau_{3}-\tau_{1}$. In a similar way it can be seen that $\gamma\left(\mathrm{R}_{2}, \mathbf{R}_{2}, \tau\right)$ is also unimodular for all real values of $\tau$.

Having proved that the complex degree of self coherence $\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{1}, \tau\right)$ is unimodular, we may now use the results of Theorem 1 established in Sec. 3. We then have the result that for all real $\tau$

$$
\begin{equation*}
\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \tau\right)=\gamma\left(\mathbf{R}_{1}, \mathrm{R}_{2}, 0\right) \exp \left(-2 \pi i \nu_{0} \tau\right), \tag{4.4}
\end{equation*}
$$

where $\nu_{0}$ is a positive constant. However, since $\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, 0\right)$ is itself unimodular, it follows that

$$
\begin{equation*}
\gamma\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \tau\right)=\exp \left[i \beta-2 \pi i \nu_{0} \tau\right] \tag{4.5}
\end{equation*}
$$

where $\beta$ is a real constant.
Finally setting $\tau_{1}=\tau_{2}=\tau_{3}-\tau$ in (4.2), we obtain the following result:

$$
\begin{equation*}
\gamma\left(\mathbf{r}, \mathrm{R}_{2}, \tau\right)=\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, 0\right) \gamma\left(\mathbf{r}, \mathrm{R}_{1}, \tau\right) \tag{4.6}
\end{equation*}
$$

We can summarize the results which we just obtained in the following.

## Theorem 2:

If for some pair of values $\mathbf{r}_{1}=R_{1}$ and $\mathbf{r}_{2}=R_{2}$ and for all real values of $\tau(-\infty<\tau<\infty)$, the complex degree of coherence $\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)$ is unimodular, then $\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, \tau\right)$ is necessarily periodic in $\tau$. More precisely, it must have the form

$$
\begin{equation*}
\gamma\left(\mathbf{R}_{1}, \mathrm{R}_{2}, \tau\right)=\exp \left(i \beta-2 \pi i \nu_{0} \tau\right) \tag{4.7}
\end{equation*}
$$

where $\beta$ and $\nu_{0}$ are real constants and $\nu_{0}>0$. Moreover, the following relations also hold for all real values of $\tau$ :

$$
\begin{gather*}
\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{1}, \tau\right)=\gamma\left(\mathrm{R}_{2}, \mathrm{R}_{2}, \tau\right)=\exp \left(-2 \pi i v_{0} \tau\right)  \tag{4.8}\\
\gamma\left(\mathbf{r}, \mathrm{R}_{2}, \tau\right)=\gamma\left(\mathrm{R}_{1}, \mathrm{R}_{2}, 0\right) \gamma\left(\mathbf{r}, \mathrm{R}_{1}, \tau\right) \tag{4.9}
\end{gather*}
$$

where r is an arbitrary point in the space domain $D$ in which $\gamma$ is defined.

Lastly let us suppose that $\left|\gamma\left(\mathrm{r}_{1}, \mathrm{r}_{2}, \tau\right)\right| \equiv 1$ for all real $\tau$ values $(-\infty<r<\infty)$, and that this
condition is satisfied not only for a particular pair of points $r_{1}$ and $r_{2}$, but for all pairs of points in some domain $D$ of space. We will show that under these circumstances the parameter $\beta$ in (4.7) must have the form $\alpha\left(\mathrm{r}_{1}\right)-\alpha\left(\mathrm{r}_{2}\right)$, where $\alpha(\mathrm{r})$ is a real function of $r$, while $\nu_{0}$ remains a positive constant.

We again begin with Eq. (2.12) which implies in particular, that under the conditions just stated,

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{2}, \mathbf{r}_{2}, 0\right)=\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, 0\right) \gamma\left(\mathbf{r}_{3}, \mathbf{r}_{1}, 0\right) \tag{4.10}
\end{equation*}
$$

where $\mathbf{r}_{1}, \mathbf{r}_{2}, r_{3}$ are any three points in the domain $D$. Writing

$$
\begin{align*}
\gamma\left(\mathbf{r}_{i}, \mathbf{r}_{k}, 0\right)=\exp & \left\{i \phi\left(\mathbf{r}_{i}, \mathbf{r}_{k}, 0\right)\right\} \\
& (j, k=1,2,3 ; \phi \text { real }) \tag{4.11}
\end{align*}
$$

we obtain
$\phi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, 0\right)+\phi\left(\mathbf{r}_{3}, \mathbf{r}_{1}, 0\right)=\phi\left(\mathbf{r}_{3}, \mathbf{r}_{2}, 0\right)+2 m \pi$,
where $m$ is an arbitrary integer. Setting $\mathbf{r}_{2}=0$ in Eq. (4.12) (which is always permissible by suitable choice of the origin in $D$ ), we obtain

$$
\begin{equation*}
\phi\left(\mathbf{r}_{3}, \mathbf{r}_{1}, 0\right)=\alpha\left(\mathbf{r}_{3}\right)-\alpha\left(\mathbf{r}_{1}\right)+2 m \pi \tag{4.13}
\end{equation*}
$$

where $\alpha(\mathbf{r})=\phi(\mathbf{r}, 0,0)$ is a function of $\mathbf{r}$ only. Hence (4.11) gives

$$
\begin{equation*}
\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, 0\right)=\exp \left\{i\left[\alpha\left(\mathbf{r}_{1}\right)-\alpha\left(\mathbf{r}_{2}\right)\right]\right\} \tag{4.14}
\end{equation*}
$$

and if (4.7) is also used, we obtain the relation
$\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=\exp \left\{i\left[\alpha\left(\mathbf{r}_{1}\right)-\alpha\left(\mathbf{r}_{2}\right)-2 \pi \nu_{0} \tau\right]\right.$.
We may summarize the result, which we just obtained, in the following:

## Theorem 3:

If for all values of $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ in a domain $D$ of space and for all real $r$ values ( $-\infty<r<\infty$ ), the complex degree of coherence $\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)$ is unimodular, then it must necessarily be of the form
$\gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=\exp \left\{i\left[\alpha\left(\mathbf{r}_{1}\right)-\alpha\left(\mathbf{r}_{2}\right)-2 \pi \nu_{0} \tau\right]\right\}$,
where $\alpha(r)$ is a real function of r and $\nu_{0}$ is a positive constant.

We note that when the conditions of this theorem are satisfied, (4.16) and (1.1) imply that the mutual coherence function has the "factorized", time-periodic form

$$
\begin{equation*}
\Gamma\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \tau\right)=U\left(\mathbf{r}_{1}\right) U^{*}\left(\mathbf{r}_{2}\right) \exp \left(-2 \pi i v_{0} \tau\right) \tag{4.17}
\end{equation*}
$$

where
$U(\mathbf{r})=\{\Gamma(\mathbf{r}, \mathbf{r}, 0)\}^{\frac{1}{i}} e^{i \alpha(\mathbf{r})}=\left\langle V(\mathbf{r}, t) V^{*}(\mathbf{r}, t)\right\rangle^{\frac{1}{1}} e^{i \alpha(\mathbf{r})}$.
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#### Abstract

In certain problems in solid-state physics, the radial functions $g_{j}(r)$ in the expansion $\chi(r)=$ $\sum_{j=0}{ }^{\infty} g_{j}(r) K_{j}(\theta, \varphi)$, where $\chi(r)$ is a known function and the $K_{j}$ 's are Kubic Harmonics, are of interest. This paper deals with the functions $\chi(r) \equiv N^{-1} \sum_{k} e^{i k \cdot r}$, where the sum runs over the first Brillouin Zone of a crystal. In particular, the functions $\boldsymbol{x}(\mathrm{r})$ for simple cubic and face-centered cubic lattices are expanded into series of Kubic Harmonics and the radial functions $g_{j}(r)$ for several values of $\jmath$ are found using Houston's method, in which the expansion into series of Kubic Harmonics contains only a finite number of terms with lowest $j^{\prime}$ s. $g_{0}(r)$ is calculated using 3, 6, and 9-term expansion, $g_{2}(r)$ and $g_{3}(r)$ using only 3 and 6 -term expansion. Comparing $g_{i}(r)$ obtained from the formulas with different numbers of terms it is established that for $r$ in the region $\langle 0,2 a\rangle$, where $a$ is the lattice constant, the 6 -term approximation is very good. In practice, the functions $g_{j}(r)$ usually occur in integrands, together with atomic orbitals, and the tabulated results are expected to be particularly useful in the study of Wannier functions in the OPW scheme.


## I. INTRODUCTION: HOUSTON'S METHOD

MUCH of the present paper is based on an approximation method introduced by Houston. ${ }^{1}$ Since this method is highly useful but does not appear to be widely appreciated today, we begin with a sketch of the method. It was given for the first time for determining the frequency distribution function of cubic crystals. Afterwards it was improved in a series of papers ${ }^{2-6}$ and used extensively in the theory of thermodynamic properties of crystals with appropriate cubic symmetry.

In this theory integrals of the following type occur:

$$
\begin{equation*}
I(k)=\int_{0}^{2 \pi} \int_{0}^{\pi} F\left(k_{x}, k_{y}, k_{z}\right) \sin \theta d \theta d \varphi \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\iiint_{B . z} F\left(k_{x}, k_{y}, k_{z}\right) d k_{x} d k_{y} d k_{z} \tag{1.1'}
\end{equation*}
$$

The integration in (1.1) is taken over the solid angle in $\mathbf{k}$-space. For the integration, the variables $k_{x}, k_{y}$, $k_{s}$ in the function $F(\mathbb{k})$ must be substituted by the spherical variables $k, \theta, \varphi$. The integration in (1.1')

[^121]is taken over the entire volume of Brillouin zone. When the function $F(\mathbf{k})$ is invariant under all symmetry operations of the complete cubic group $O_{h}$, it results from symmetry that in order to calculate (1.1) or (1.1') it is sufficient to know $F(\mathbf{k})$ in only $1 / 48$ th of the Brillouin zone. We will be concerned only with functions of this type.

In the theory of thermodynamic properties the functions $F(\mathbf{k})$ that occur are not in fact known in the whole $1 / 48$ th of the Brillouin zone, but only along some directions in this space. With functions so meagerly determined one cannot easily find good approximate values of $I(k)$ and $I$.

In order to pass to simple one dimensional integrals in (1.1) and (1.1'), the function $F(\mathbf{k})$ may be expanded into a series of Kubic Harmonics $K_{i}(\theta, \varphi)$ with the same transformation properties as $F(\mathbf{k})^{7}$ :

$$
\begin{equation*}
F(\mathbf{k})=\sum_{i=0}^{\infty} f_{i}(k) K_{i}(\theta, \varphi) . \tag{1.2}
\end{equation*}
$$

The invariance of $F(\mathbf{k})$ under all symmetry operations of cubic group means that $F(\mathbf{k})$ transforms according to irreducible representation $\Gamma_{1}$ of cubic group $O_{h}{ }^{8}$. Kubic Harmonics $K_{i}(\theta, \varphi)$ are determined for several lowest values of $j^{3.7}$ They are orthogonal and may be normalized, so they satisfy the condition

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{\pi} K_{i}^{*}(\theta, \varphi) K_{i}(\theta, \varphi) \sin \theta d \theta d \varphi=\delta_{i j} \tag{1.3}
\end{equation*}
$$

[^122]The functions $f_{i}(k)$ are expressed by the integrals

$$
\begin{equation*}
f_{i}(k)=\int_{0}^{2 \pi} \int_{0}^{\pi} K_{i}^{*}(\theta, \varphi) F(\mathrm{k}) \sin \theta d \theta d \varphi \tag{1.4}
\end{equation*}
$$

When the function $F(\mathbf{k})$ is determined only for some directions in $k$-space one cannot perform the exact integration in (1.4). But it would be very simple to calculate $I(k)$ and $I$ if we could find $f_{i}(k)$ in any possible way.

Houston gave a method which enables us to find $f_{i}(k)$ for several lowest $j$ without using the formula (1.4). For the definite direction $s$ the expansion (1.2) can be written
$F_{s}\left(k_{x}, k_{y}, k_{z}\right)=F\left(k, \theta_{s}, \varphi_{s}\right)=\sum_{i=0}^{\infty} f_{i}(k) K_{i}\left(\theta_{s}, \varphi_{s}\right)$.
On the right-hand side of this expression we have in fact an infinite sum over $j$. Houston's idea was to use instead of the infinite sum a finite one containing a number of terms equal to the number of nonequivalent directions along which the function $F(\mathbf{k})$ was actually known. If the function $F(\mathbf{k})$ is known for $n$ nonequivalent directions, we write
$F\left(k, \theta_{s}, \varphi_{s}\right)=\sum_{i=0}^{n-1} f_{i}(k) K_{i}\left(\theta_{s}, \varphi_{s}\right), \quad s=1,2 \cdots n$.
The expressions (1.6) form a set of algebraic linear equations with $n$ unknown functions $f_{i}(k)$. Solving this set of equations the functions $f_{i}(k)$ are given as linear combinations of $F\left(k, \theta_{s}, \varphi_{s}\right)$. The more directions we can use in formulas (1.6) the better an approximation for $f_{j}(k)$ is obtained. Near the origin, for small $k$, the lines used are close together and quite a small number of directions yields good approximation for $f_{i}(k)$ in this region; but when $k$ increases one must use more directions in order to get a "good" $f_{i}(k)$. Houston used his method to consider functions of $k$-vectors in the Brillouin zone, that is a region of relatively small $k$ in the entire $\mathbf{k}$-space. Furthermore, a normalization factor was included assuring better accuracy of the calculated integral $I .^{2,6}$

A similar procedure can be applied to functions $G(x, y, z)$ in $r$-space if we are interested in values of $G(r)$ only in the region of small $r$.

In Sec. II the algebraic details of the truncated expansion are worked out for future reference, and in Sec. III the particular function $\sum_{k} e^{i k \cdot r}$ is studied. In Secs. IV and V we examine some more general functions $G(\mathbf{r})$ of interest for solid state problems. Using Houston's method we find the radial functions
of expansion into series of Kubic Harmonics, and we discuss their usefulness in calculations.

## II. SOLUTIONS OF THE SET OF EQUATIONS FOR THE RADIAL EXPANSION FUNCTIONS $\boldsymbol{g}_{i}(\boldsymbol{r})$

We consider here a function $G(r)$ which transforms according to the irreducible representation $\Gamma_{1}$ of the group $O_{h}$. We take into account several directions along which $G(r)$ is known, and for every direction $s$ we expand it according to formula (1.6):

$$
\begin{equation*}
G_{s}(r)=G\left(r, \theta_{s}, \varphi_{s}\right)=\sum_{i=0}^{n-1} g_{i}(r) K_{i}\left(\theta_{s}, \varphi_{s}\right) . \tag{2.1}
\end{equation*}
$$

In our considerations we use nine directions which, for cubic symmetry, are contained in an appropriate $1 / 48$ th of the total solid angle ${ }^{9}$ :

$$
\begin{array}{llr}
A:[100] & D:[210] & G:[411] \\
B:[110] & E:[211] & H:[431] \\
C:[111] & F:[221] & I:[433] .
\end{array}
$$

$K_{i}$ 's are taken normalized. It is well known that $K_{i}$ with $j=1$ does not appear for the irreducible representation $\Gamma_{1}{ }^{3}$

In previous papers ${ }^{1,3,5}$ formulas for the function $g_{0}(r)$ were given using $3,6,9$, and 15 -term expansions in (2.1) and also for different combinations of 4 and 5 terms. We write here these formulas for $g_{0}(r)$ as 3, 6 , and 9 -term expressions:

$$
\begin{align*}
g_{0}^{(3)}(r)= & (4 \pi)^{\frac{1}{2}}(1 / 35)\left[10 G_{A}(r)+16 G_{B}(r)+9 G_{C}(r)\right],  \tag{2.2}\\
g_{0}^{(8)}(r)= & (4 \pi)^{\frac{1}{2}}\left[0.108782 G_{A}(r)+0.070795 G_{B}(r)\right. \\
& +0.016177 G_{C}(r)+0.352674 G_{D}(r) \\
& \left.+0.287697 G_{E}(r)+0.163888 G_{F}(r)\right], \\
g_{0}^{(2)}(r)= & (4 \pi)^{\frac{3}{2}}\left[0.056378 G_{A}(r)+0.049527 G_{B}(r)\right. \\
& -0.055886 G_{C}(r)+0.178271 G_{D}(r) \\
& +0.102948 G_{E}(r)+0.073099 G_{F}(r) \\
& +0.207116 G_{G}(r)+0.213763 G_{H}(r) \\
& \left.+0.174784 G_{I}(r)\right] .
\end{align*}
$$

The upper index indicates the number of directions used in the calculation of $g_{0}(r)$. The functions $G_{\Lambda}(r)$, $G_{B}(r), \cdots, G_{I}(r)$ are determined for the directions $A, B, \cdots, I$. If the function $G(\mathbf{r})$ is given in an analytical form, in order to get $G_{A}(r), \cdots G_{I}(r)$,

[^123]we simply pass from the Cartesian coordinates $x, y, z$ to the spherical coordinates $r, \theta, \varphi$, and subsequently put into $G(r, \theta, \varphi)$ the appropriate values of $\theta_{d}$ and $\varphi_{\mathrm{a}}$ for the given direction $s$.

In the present paper formulas were found also for $g_{2}(r)$ and $g_{3}(r)$-the second and the third radial functions in expansion (2.1). $g_{2}$ and $g_{3}$ are given as 3 and 6-term expressions:

$$
\begin{align*}
g_{2}^{(3)}(r)= & (4 \pi)^{\frac{1}{2}} \frac{2}{5 \cdot 11(3 \cdot 7)^{\frac{1}{2}}} \\
& \times\left[35 G_{A}(r)-8 G_{B}(r)-27 G_{C}(r)\right]  \tag{2.3}\\
g_{2}^{(6)}(r)= & (4 \pi)^{\frac{1}{t}}\left[0.193843 G_{A}(r)-0.129652 G_{B}(r)\right. \\
& -0.075624 G_{C}(r)+0.247791 G_{D}(r) \\
& \left.-0.015520 G_{E}(r)-0.220839 G_{F}(r)\right],
\end{align*}
$$

and

$$
\begin{align*}
g_{3}^{(3)}(r)= & (4 \pi)^{\frac{1}{3}} \frac{3 \cdot 8}{7 \cdot 11(2 \cdot 13)^{\frac{1}{2}}}\left[G_{A}(r)-4 G_{B}(r)+3 G_{c}(r)\right],  \tag{2.4}\\
g_{3}^{(8)}(r)= & (4 \pi)^{\frac{1}{2}}\left[0.081883 G_{A}(r)-0.211995 G_{B}(r)\right. \\
& +0.147168 G_{C}(r)-0.088535 G_{D}(r) \\
& \left.+0.066324 G_{E}(r)+0.005155 G_{F}(r)\right] .
\end{align*}
$$

One may notice that the sum of the numerical coefficients for $g_{0}(r)$ is equal to unity, and for $g_{2}(r)$ and $g_{3}(r)$ it is equal to zero.

## III. THE APPLICATION OF HOUSTON'S METHOD TO THE SUM OF PLANE WAVES OVER THE BRLLLOUIN ZONE

In some problems of solid state physics the following integrals occur ${ }^{10}$ :

$$
\begin{equation*}
W=(1 / N) \sum_{\mathbf{k}} \int e^{i \mathbf{k} \cdot \mathbf{r}} \Phi^{*}(\mathbf{r}) d \mathbf{r} \tag{3.1}
\end{equation*}
$$

Here the sum over $\mathbf{k}$ is taken over the entire volume of the Brillouin zone. $\Phi(\mathbf{r})$ is a function which transforms according to the irreducible representation $\Gamma_{1}$ of the cubic group $O_{h}$. Therefore, $\Phi(\mathbf{r})$ may be expanded into series of Kubic harmonics $K_{i}$ :

$$
\begin{equation*}
\Phi(\mathbf{r})=\sum_{i} \varphi_{i}(r) K_{i}(\theta, \varphi) \tag{3.2}
\end{equation*}
$$

We shall wish to consider only functions $\Phi(\mathbf{r})$ for which the radial functions $\varphi_{i}(r)$ are different from zero for small $r$ and are vanishing elsewhere (e.g., atomic wavefunctions). Since the Kubic Harmonics are linear combinations of the spherical harmonics, instead of (3.2) we may write

[^124]\[

$$
\begin{equation*}
\Phi(\mathrm{r})=\sum_{l} \sum_{m} \varphi_{l m}(r) Y_{l m}(\theta, \varphi) \tag{3.3}
\end{equation*}
$$

\]

$\varphi_{l m}$ is given as an appropriate $\varphi_{i}(r)$, where $l=2 i$, multiplied by a numerical factor $c_{l m}$, which is determined by symmetry considerations.
If we wanted to find the value of (3.1) in the standard way, we should use (3.3) for the function $\Phi(\mathrm{r})$ and also expand the plane wave $e^{i \mathrm{E} \cdot \mathrm{r}}$ in a series of Legendre polynomials with spherical Bessel functions $j_{l}(k r)$ as the radial functions of this expansion. After such a substitution the following expression for $W$ would be obtained:

$$
\begin{equation*}
W=\sum_{i} \sum_{m}\left[\sum_{\mathbf{k}} Y_{l m}\left(\theta_{\mathbf{k}}, \varphi_{\mathbf{k}}\right) G_{l m}(k)\right] \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{l m}(k)=C \int_{0}^{\infty} j_{l}(k r) \varphi_{l m}^{*}(r) r^{2} d r \tag{3.5}
\end{equation*}
$$

Here $C$ is a numerical factor. Calculating $G_{l m}(k)$ and afterwards summing over $k$ in (3.4) is extremely laborious and ineffective. In many cases, $W$ may be found in a very easy way using Houston's idea of expanding a function of cubic symmetry in a finite number of cubic harmonics.

Let us consider the function consisting of a sum of plane waves $e^{i \mathbf{k} \cdot \mathrm{r}}$, where the summation is taken over all $\mathbf{k}$ vectors in the Brillouin zone. We define

$$
\begin{equation*}
\chi(\mathbf{r})=\frac{1}{N} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{r}} \tag{3.6}
\end{equation*}
$$

One may usually pass here from the summation to an integration, and instead of (3.6) we write

$$
\begin{equation*}
\chi(\mathbf{r})=\frac{\Omega_{0}}{(2 \pi)^{3}} \iiint_{B . Z .} e^{i \mathbf{k} \cdot \mathbf{r}} d \mathbf{k} ; \tag{3.7}
\end{equation*}
$$

$\Omega_{0}$ is the volume of unit cell. The integral in (3.7) can be integrated easily over the appropriate Brillouin zones for cubic crystals so that the function $\chi(\mathrm{r})$ is known in analytical form, which, as we shall see later, may be quite a complicated function of r. $\chi(\mathbf{r})$ transforms according to the irreducible representation $\Gamma_{1}$ of the group $O_{h}$; therefore, the considerations of Secs. I and II apply to this function.
In order to find the value of $W$, we expand $\chi(\mathbf{r})$ into a series of Kubic Harmonics,

$$
\begin{equation*}
\chi(\mathbf{r})=\sum_{i} g_{i}(r) K_{i}(\theta, \varphi) \tag{3.8}
\end{equation*}
$$

Then substituting (3.2) and (3.8) into (3.1), we obtain

$$
\begin{equation*}
W=\sum_{i} \int \varphi_{i}^{*}(r) g_{i}(r) r^{2} d r \tag{3.9}
\end{equation*}
$$

In (3.9) the sum over $j$ for typical solid-state problems contains only a few terms. There are in fact two reasons for such a limitation of $j$. First, in practice the function $\Phi(r)$ usually involves only terms with lowest $j$ 's. [Eq. (3.2)]. Second, we shall see later that the values of functions $g_{i}(r)$ get smaller with increasing $j$ especially in the region where the $\varphi_{i}(r)$ are determined, so that only first few terms in (3.9) decide about the value of $W$. In order to find $W$ from (3.9) we need usually to calculate only a few one-dimensional integrals and in order to do that we must know the functions $g_{i}(r)$. It is not easy to get $g_{j}(r)$ from the exact formula
$g_{i}(r)=\int_{0}^{2 \pi} \int_{0}^{\pi} \chi^{*}(\mathrm{r}) K_{i}(\theta, \varphi) \sin \theta d \theta d \varphi$,
because $\chi(r)$ is a rather complicated function of $\theta$ and $\varphi$, but we can find without any trouble the functions $g_{j}(r)$ with the lowest $j$ 's using Houston's method.

In Secs. IV and V $g_{i}(r)$ 's with $j=0,2,3$ are calculated for simple cubic and face-centered cubic lattices.

## IV. THE FUNCTIONS $g_{j}(\mathbf{r})$ FOR A SUM OF plane waves in a simple CUBIC LatTICE

In fact, for the simple cubic lattice one can find from (3.10) the exact solutions for $g_{i}(r)$ in the form of a power series in $r / a$, where $a$ is the lattice constant. The calculation of $g_{i}(r)$ using Houston's method is done here because of two reasons. The main reason is that for this lattice we can compare the results of Houston's method with the exact analytical ones. The other reason is that we can use the analytical form only when $r<a$. When $r$ is not too large but $r \geq a$ the results of Houston's method are more useful. These $g_{i}(r)$ occur in calculations for CsCl-type structures.

The function $\chi(\mathbf{r})$ for simple cubic structure is obtained from (3.7) by integration over the Brillouin zone which is a cube with edges of length $2 \pi / a$. We have the following expression for $\chi(\mathbf{r})$ :

$$
\begin{equation*}
\chi^{\mathrm{sc}}(\mathrm{r})=\left(\frac{a}{\pi}\right)^{3} \frac{\sin (\pi x / a) \sin (\pi y / a) \sin (\pi z / a)}{x y z} \tag{4.1}
\end{equation*}
$$

In order to use $\chi(\mathrm{r})$ in formulas (2.3), (2.4), and (2.5), it must be found for the directions $A, B, \cdots I$. The appropriate functions are dependent only on the ratio $\alpha=r / a$ and have the following forms:
$\chi_{A}^{\text {ne }}=\frac{\sin \varphi_{A}}{\varphi_{A}}$,

$$
\varphi_{A}=\pi \alpha
$$

$$
\begin{array}{ll}
\chi_{B}^{\mathrm{so}}=\frac{\sin ^{2} \varphi_{B}}{\varphi_{B}^{2}}, & \varphi_{B A}=\pi \alpha / 2^{\frac{1}{2}}, \\
\chi_{C}^{\mathrm{so}}=\frac{\sin ^{3} \varphi_{G}}{\varphi_{C}^{3}}, & \varphi_{C}=\pi \alpha / 3^{\frac{1}{2}}, \\
\chi_{D}^{\mathrm{so}}=\frac{\sin ^{2} \varphi_{D} \cos \varphi_{D}}{\varphi_{D}^{2}}, & \varphi_{D}=\pi \alpha / 5^{\frac{1}{2}}, \\
\chi_{E}^{\mathrm{so}}=\frac{\sin ^{3} \varphi_{E} \cos \varphi_{E}}{\varphi_{E}^{3}}, & \varphi_{E}=\pi \alpha / 6^{\frac{1}{2}},  \tag{4.2}\\
\chi_{F}^{\mathrm{so}}=\frac{\sin ^{3} \varphi_{F} \cos ^{2} \varphi_{F}}{\varphi_{F}^{3}}, & \varphi_{F}=\pi \alpha / 3, \\
\chi_{G}^{\mathrm{so}}=\frac{\sin 4 \varphi_{G} \sin ^{2} \varphi_{G}}{4 \varphi_{G}^{3}}, & \varphi_{G}=\pi \alpha / 18^{\frac{1}{2}}, \\
\chi_{B}^{\mathrm{so}}=\frac{\sin 4 \varphi_{H} \sin 3 \varphi_{H} \sin \varphi_{H}}{12 \varphi_{H}^{3}}, & \varphi_{H}=\pi \alpha / 26^{\frac{1}{2}}, \\
\chi_{I}^{\mathrm{so}}=\frac{\sin 4 \varphi_{I}\left(\sin 3 \varphi_{I}\right)^{2}}{36 \varphi_{I}^{3}}, & \varphi_{I}=\pi \alpha / 34^{\frac{1}{2} .}
\end{array}
$$

Using these formulas we calculated $g_{0}(r)$ from 3,6, and 9 -term expressions and $g_{2}(r)$ and $g_{3}(r)$ from 3 and 6 -term expressions. The $g_{i}(r)$ are calculated in the region $0 \leq r \leq 2 a$ or $0 \leq \alpha \leq 2$.

The exact solutions for $g_{i}(r)$ are found in the form of power series in $r / a$. We write down such a solution for $g_{0}(r)$ :

$$
\begin{equation*}
g_{0}(r / a)=(4 \pi)^{\frac{1}{2}} \sum_{i=0}^{\infty} b_{i}\left(\frac{\pi r}{a}\right)^{2 i}, \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
b_{0}= & a_{0}, \quad b_{1}=\frac{1}{3}\left(-\frac{a_{0}}{3!}+2 a_{1}\right) \\
b_{i>1}= & \frac{(-1)^{i} a_{0}}{(2 j+1)!(2 j+1)} \\
& +\frac{2 \cdot 4 \cdots 2 j}{3 \cdot 5 \cdots(2 j+1)} a_{i}+\frac{1}{3 \cdot 5 \cdots(2 j+1)} \\
& \times \sum_{s=1}^{i-1} \frac{(-1)^{i-s}(2 \cdot 4 \cdots 2 s)}{(2 j-2 s+1)[2 \cdot 4 \cdots(2 j-2 s)]} a_{i}
\end{aligned}
$$

and

$$
\begin{aligned}
& \quad a_{0}=1, \quad a_{1}=-\frac{1}{3!} \\
& a_{i>1}=\frac{(-1)^{i}}{2 \cdot 4 \cdots 2 j}\left[\frac{2}{(2 j+1)(2 \cdot 4 \cdots 2 j)}\right. \\
& \left.+\sum_{i=1}^{i-1} \frac{1}{(2 s+1)(2 j-2 s+1)(2 \cdot 4 \cdots 2 s)[2 \cdot 4 \cdots(2 j-2 s)}\right] .
\end{aligned}
$$

$g_{2}(r)$ and $g_{3}(r)$ were also found in the form (4.3) but the coefficients were still more complicated.

Calculating the numerical values of several first coefficients $b_{i}$ we have
$g_{0}(\alpha)=(4 \pi)^{2}\left[1-1.644927 \alpha^{2}+1.028210 \alpha^{4}\right.$
$\left.-0.353043 \alpha^{8}+0.078344 \alpha^{8}-0.012318 \alpha^{10}+\cdots\right]$,

$$
\begin{align*}
g_{2}(\alpha) & =(4 \pi)^{\frac{1}{2}}\left[-0.094473 \alpha^{4}+0.074673 \alpha^{6}\right.  \tag{4.4}\\
& \left.-0.026125 \alpha^{8}+0.005511 \alpha^{10}-\cdots\right] .
\end{align*}
$$

We do not write the expression for $g_{3}(\alpha)$ but point out that its power series starts with an $\alpha^{6}$ term. From the series expansion we notice that

$$
g_{0}(\alpha=0) /(4 \pi)^{\frac{1}{2}}=1, \quad g_{i \neq 0}(\alpha=0)=0
$$

and the $g_{i}$ with $j \neq 0$ behaves in the vicinity of $\alpha=0$ as $\alpha^{2 i}$.

In order to compare the results (4.4) and (4.4') with results obtained by Houston's method, we expand the 3 -term formulas, with $\chi_{A}, \chi_{B}$, and $\chi_{C}$ given by (4.2) into power series in $\alpha$; we obtain then

$$
g_{0}^{(8)}(\alpha)=(4 \pi)^{\frac{1}{2}}\left[1-1.644927 \alpha^{2}+1.028210 \alpha^{4}\right.
$$

$\left.-0.353043 \alpha^{8}+0.079141 \alpha^{8}-0.012733 \alpha^{10}+\cdots\right]$,

$$
\begin{align*}
g_{2}^{(3)}(\alpha) & =(4 \pi)^{\ddagger}\left[-0.094472 \alpha^{4}+0.074670 \alpha^{6}\right.  \tag{4.5}\\
& \left.-0.025895 \alpha^{8}+0.005428 \alpha^{10}-\cdots\right]
\end{align*}
$$

It was also established that $g_{3}^{(3)}(\alpha)$ starts with an $\alpha^{6}$ term. Comparing the coefficients in (4.4), (4.4') and (4.5), (4.5'), we see that for lowest exponents of $\alpha$ the agreement is excellent and the $g_{i}$ 's obtained by Houston's method approximate very well the exact solutions in the region $\alpha<1$.

In Table I, the function $g_{0}(\alpha)$ is tabulated from 3,6 , and 9 -term formulas, and furthermore, for small $\alpha$ the results are given for the analytical expression (4.4).

We notice that for small $\alpha$ we have very good agreement between all these functions but with increasing $\alpha$ the functions start to diverge. The 3term function $g_{0}^{(3)}$ distinctly differs from $g_{0}^{(6)}$ and $g_{0}^{(9)}$ when $\alpha$ increases, but $g_{0}^{(6)}$ and $g_{0}^{(2)}$ differ only very slightly for $\alpha \leq 2$.

It was mentioned in Sec. I that the applicability of Houston's method is limited. The use of the finite number of terms in the expansion does not allow to define the functions $g_{i}^{(n)}$ properly for all $r$. They have proper behavior for relatively small $r$ but for large $r$ they are completely wrong. The question occurs how to establish the region of $r$ where $g_{i}^{(n)}(r)$ obtained

Table I. The function $g_{0}(\alpha) /(4 \pi)^{\frac{3}{2}}$ for the simple cubic structure.

| $\alpha$ | $g_{0}(\alpha) /(4 \pi)^{\frac{1}{2}}$ obtained by Houston's method |  |  | $g_{0}(\alpha) /(4 \pi)^{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 3-term expression | 6-term expression | 9 -term expression | analytical expression |
| 0.00 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.05 | 0.9959 | 0.9959 | 0.9959 | 0.9959 |
| 0.10 | 0.9837 | 0.9837 | 0.9837 | 0.9837 |
| 0.15 | 0.9635 | 0.9635 | 0.9635 | 0.9635 |
| 0.20 | 0.9358 | 0.9358 | 0.9358 | 0.9358 |
| 0.25 | 0.9011 | 0.9011 | 0.9011 | 0.9011 |
| 0.30 | 0.8600 | 0.8600 | 0.8600 | 0.8600 |
| 0.35 | 0.8133 | 0.8133 | 0.8133 | 0.8133 |
| 0.40 | 0.7617 | 0.7617 | 0.7617 | 0.7617 |
| 0.45 | 0.7063 | 0.7062 | 0.7062 | 0.7063 |
| 0.50 | 0.6478 | 0.6478 | 0.6478 | 0.6478 |
| 0.55 | 0.5873 | 0.5874 | 0.5874 | 0.5873 |
| 0.60 | 0.5259 | 0.5259 | 0.5259 | 0.5259 |
| 0.65 | 0.4643 | 0.4643 | 0.4643 | 0.4643 |
| 0.70 | 0.4035 | 0.4035 | 0.4035 | 0.4035 |
| 0.75 | 0.3445 | 0.3444 | 0.3444 | 0.3444 |
| 0.80 | 0.2879 | 0.2878 | 0.2878 | 0.2877 |
| 0.85 | 0.2344 | 0.2342 | 0.2342 | 0.2340 |
| 0.90 | 0.1846 | 0.1844 | 0.1844 | 0.1840 |
| 0.95 | 0.1391 | 0.1387 | 0.1387 |  |
| 1.00 | 0.0981 | 0.0976 | 0.0976 |  |
| 1.05 | 0.0618 | 0.0612 | 0.0612 |  |
| 1.10 | 0.0306 | 0.0297 | 0.0297 |  |
| 1.15 | 0.0043 | 0.0030 | 0.0031 |  |
| 1.20 | -0.0172 | -0.0188 | -0.0188 | $\cdots$ |
| 1.25 | -0.0339 | -0.0360 | -0.0360 | $\ldots$ |
| 1.30 | -0.0462 | -0.0489 | -0.0490 | $\cdots$ |
| 1.35 | -0.0544 | -0.0577 | -0.0577 |  |
| 1.40 | -0.0589 | -0.0630 | -0.0630 |  |
| 1.45 | -0.0600 | -0.0650 | -0.0650 |  |
| 1.50 | -0.0583 | -0.0643 | -0.0643 |  |
| 1.55 | -0.0542 | -0.0613 | -0.0613 |  |
| 1.60 | -0.0481 | -0.0566 | -0.0566 |  |
| 1.65 | -0.0406 | -0.0505 | -0.0504 |  |
| 1.70 | -0.0320 | -0.0434 | -0.0434 |  |
| 1.75 | -0.0228 | -0.0358 | -0.0359 |  |
| 1.80 | -0.0134 | -0.0281 | -0.0279 |  |
| 1.85 | -0.0040 | -0.0204 | -0.0203 |  |
| 1.90 | 0.0050 | -0.0132 | -0.0130 |  |
| 1.95 | 0.0134 | -0.0065 | -0.0063 |  |
| 2.00 | 0.0210 | -0.0006 | -0.0004 |  |

from $n$-term formula approximate well the exact $g_{i}(r)$. We do not answer this question here thoroughly; we only make some conclusions comparing different results for $g_{0}$.

Studying the expansion of $\chi(\mathbf{r})$ we took into consideration the region $0 \leq r \leq 2 a$. The upper limit was chosen as $2 a$ because in calculation of the integrals of the type (3.1) for typical solids the function $\Phi(r)$ is given as a linear combination of atomic orbitals centered at the origin or at the first neighbors positions and radial parts of most of these functions vanish for $r<2 a$.

Comparing $g_{0}^{(n)}$ with $n=3,6,9$ with $g_{0}$ given analytically, we see completely proper behavior of $g_{0}^{(n)}$ for $\alpha<1$. In the region $1 \leq \alpha \leq 2$, we notice that $g_{0}^{(3)}$ differs a little from $g_{0}^{(8)}$ and $g_{0}^{(9)}$ so it differs
certainly from exact $g_{0}$. Comparing $g_{0}^{(8)}$ with $g_{0}^{(9)}$ we may conclude that the region where the both functions have the same values can be considered as the region of a good approximation to the exact solution.

Furthermore, the comparison of the several lowest coefficients in (4.4) and (4.5) allows to suppose that for the other coefficients the agreement is also good and the small differences in coefficients can give large differences in functions only for large $\alpha$.

Thus we may expect that the function $g_{0}^{(8)}$ is satisfactory for calculating integrals in (3.9) when the integration is over the distance not bigger than $2 a$. We may of course still use $g_{0}^{(\theta)}$ beyond $0 \leq \alpha \leq 2$, but the error of the calculation increases with increasing distance of integration. We want to point out that in calculation of Debye's temperature ${ }^{5}$ using Houston's method, the difference between $\theta_{0}^{3}$ and $\theta_{0}^{6}, \theta_{0}^{2}, \theta_{0}^{15}$ was remarkable but the values $\theta_{0}^{6}, \theta_{0}^{9}$, and $\theta_{0}^{15}$ differed between themselves only very slightly.

In Table II the functions $g_{2}(\alpha)$ and $g_{3}(\alpha)$ are tabulated obtained from 3 and 6 -term formulas, and also $g_{2}(\alpha)$ from analytical expression (4.4') for small $\alpha$. Also, here we notice very good agreement for small $\alpha$ and increasing discrepancies between $g_{i}^{(3)}$ and $g_{j}^{(8)}$ when $\alpha$ increases.

## V. THE FUNCTIONS $g_{j}(r)$ FOR A SUM OF PLANE WAVES IN A FACE-CENTEREDCUBIC Lattice

The function $\chi(r)$ for face-centered-cubic lattice is obtained from (3.7) by integration over the Brillouin zone which is given as a truncated octahedron. We have the following exact expression for $\chi(\mathbf{r})$ :

Table II. The functions $g_{2}(\alpha) /(4 \pi)^{4}$ and $g_{8}(\alpha) /(4 \pi)$ for the simple-cubic structure.

| $\alpha$ | $g_{2}(\alpha) /(4 \pi)^{3}$ <br> obtained by <br> Houston's method |  | $\frac{g_{2}(\alpha) /(4 \pi)^{\frac{1}{2}}}{\substack{\text { analytical } \\ \text { expression }}}$ | $g_{3}(\alpha) /(4 \pi)^{4}$ <br> obtained by <br> Houston's method |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 3-term expression | 6-term expression |  | 3-term expression | 6-term expression |
| 0.00 | 0 | 0 | 0 | 0 | 0 |
| 0.05 | 0 | 0 | 0 | 0 | 0 |
| 0.10 | 0 | 0 | 0 | 0 | 0 |
| 0.15 | 0 | 0 | 0 | 0 | 0 |
| 0.20 | -0.0001 | -0.0001 | -0.0001 | 0 | 0 |
| 0.25 | -0.0004 | -0.0004 | -0.0004 | 0 | 0 |
| 0.30 | -0.0007 | -0.0007 | -0.0007 | 0 | 0 |
| 0.35 | -0.0013 | -0.0013 | -0.0013 | 0 | 0 |
| 0.40 | -0.0021 | -0.0021 | -0.0021 | 0 | 0 |
| 0.45 | -0.0033 | -0.0033 | -0.0033 | 0 | 0 |
| 0.50 | -0.0048 | -0.0048 | -0.0048 | -0.0001 | -0.0001 |
| 0.55 | -0.0068 | -0.0068 | -0.0068 | -0.0002 | -0.0002 |
| 0.60 | -0.0092 | -0.0092 | -0.0092 | -0.0002 | -0.0002 |
| 0.65 | -0.0120 | -0.0120 | -0.0120 | -0.0004 | -0.0004 |
| 0.70 | -0.0152 | -0.0152 | -0.0152 | -0.0006 | -0.0006 |
| 0.75 | -0.0189 | -0.0189 | -0.0189 | -0.0008 | -0.0008 |
| 0.80 | -0.0229 | -0.0230 | -0.0229 | -0.0011 | -0.0011 |
| 0.85 | -0.0272 | -0.0273 | -0.0272 | -0.0015 | -0.0015 |
| 0.90 | -0.0318 | -0.0318 | -0.0316 | -0.0020 | -0.0020 |
| 0.95 | -0.0364 | -0.0365 |  | -0.0026 | -0.0026 |
| 1.00 | -0.0410 | -0.0411 |  | -0.0033 | -0.0032 |
| 1.05 | -0.0454 | -0.0457 |  | -0.0040 | -0.0040 |
| 1.10 | -0.0496 | -0.0500 |  | -0.0049 | -0.0049 |
| 1.15 | -0.0534 | -0.0539 |  | -0.0059 | -0.0058 |
| 1.20 | -0.0567 | -0.0573 |  | -0.0069 | -0.0068 |
| 1.25 | -0.0594 | -0.0601 |  | -0.0079 | -0.0078 |
| 1.30 | -0.0612 | -0.0622 |  | -0.0090 | -0.0089 |
| 1.35 | -0.0623 | -0.0635 |  | -0.0101 | -0.0099 |
| 1.40 | -0.0624 | -0.0640 |  | -0.0112 | -0.0109 |
| 1.45 | -0.0616 | -0.0636 |  | -0.0122 | -0.0119 |
| 1.50 | -0.0599 | -0.0623 |  | -0.0131 | -0.0127 |
| 1.55 | -0.0571 | -0.0600 |  | -0.0139 | -0.0134 |
| 1.60 | -0.0535 | -0.0570 |  | -0.0146 | -0.0139 |
| 1.65 | -0.0489 | -0.0531 |  | -0.0150 | -0.0142 |
| 1.70 | -0.0436 | -0.0485 |  | -0.0153 | -0.0143 |
| 1.75 | -0.0377 | -0.0433 |  | -0.0153 | -0.0141 |
| 1.80 | -0.0311 | -0.0376 |  | -0.0151 | -0.0138 |
| 1.85 | -0.0242 | -0.0316 |  | -0.0146 | -0.0131 |
| 1.90 | -0.0170 | -0.0254 |  | -0.0140 | -0.0122 |
| 1.95 | -0.0097 | -0.0191 |  | -0.0130 | -0.0110 |
| 2.00 | -0.0025 | -0.0129 |  | -0.0119 | -0.0096 |

$\chi^{\mathrm{foo}(\mathrm{r})}=\frac{1}{4}\left(\frac{a}{\pi}\right)^{3}\left\{\frac{x \sin \frac{\pi x}{a}\left(\cos \frac{2 \pi y}{a}+\cos \frac{2 \pi z}{a}\right)+\cos \frac{\pi x}{a}\left(y \sin \frac{2 \pi y}{a}+z \sin \frac{2 \pi z}{a}\right)}{\left(x^{2}-y^{2}\right)\left(x^{2}-z^{2}\right)}\right.$

$$
\begin{align*}
& +\frac{y \sin \frac{\pi y}{a}\left(\cos \frac{2 \pi x}{a}+\cos \frac{2 \pi z}{a}\right)+\cos \frac{\pi y}{a}\left(x \sin \frac{2 \pi x}{a}+z \sin \frac{2 \pi z}{a}\right)}{\left(y^{2}-z^{2}\right)\left(y^{2}-x^{2}\right)} \\
& \left.+\frac{z \sin \frac{\pi z}{a}\left(\cos \frac{2 \pi x}{a}+\cos \frac{2 \pi y}{a}\right)+\cos \frac{\pi z}{a}\left(x \sin \frac{2 \pi x}{a}+y \sin \frac{2 \pi y}{a}\right)}{\left(z^{2}-x^{2}\right)\left(z^{2}-y^{2}\right)}\right\} \tag{5.1}
\end{align*}
$$

The appropriate expressions for $\chi(\mathbf{r})$ for nine directions are written below. The magnitudes $\varphi_{A}, \varphi_{B}, \cdots \varphi_{I}$ are the same as given for the simple-cubic structure.

$$
\begin{align*}
\chi_{A}^{\mathrm{foo}}= & \frac{1}{4 \varphi_{A}^{3}} \sin \chi_{A} \\
& \times\left[2-2 \cos \varphi_{A}+2 \varphi_{A} \sin \varphi_{A}+\varphi_{A}^{2} \cos \varphi_{A}\right] \\
\chi_{B}^{\text {foo }}= & \frac{1}{2 \varphi_{B}^{3}} \sin \varphi_{B} \cos \varphi_{B}\left[2-2 \cos \varphi_{B}+\varphi_{B} \sin \varphi_{B}\right] \\
\chi_{C}^{\mathrm{foo}}= & \frac{1}{16 \varphi_{C}^{3}} \sin \varphi_{C}\left[3 \varphi_{C}^{2}\left(3-4 \sin ^{2} \varphi_{C}\right)\right. \\
& \left.+6 \varphi_{C} \cos \varphi_{C} \sin \varphi_{C}+\sin ^{2} \varphi_{C}\right] \\
\chi_{D}^{\mathrm{foe}}= & \frac{1}{12 \varphi_{D}^{3}}\left[-10+32 \sin ^{2} \varphi_{D}-24 \sin ^{4} \varphi_{D}\right. \\
& \left.+10 \cos \varphi_{D}-15 \sin ^{2} \varphi_{D} \cos \varphi_{D}\right] \\
\chi_{B}^{\mathrm{foo}}= & \frac{1}{6 \varphi_{E}^{3}}\left[3 \varphi_{E} \cos \varphi_{B} \sin ^{2} \varphi_{E}\left(1-2 \sin ^{2} \varphi_{E}\right)\right. \\
& +2 \sin \varphi_{E}\left(-1+4 \sin ^{2} \varphi_{E}\right)-3 \sin ^{4} \varphi_{E} \\
& \left.+\cos \varphi_{E}-2 \cos \varphi_{E} \sin ^{2} \varphi_{E}\right] \tag{5.2}
\end{align*}
$$

$$
\chi_{F}^{\text {foo }}=\frac{1}{36 \varphi_{F}^{3}}\left[3 \varphi_{F} \sin ^{2} \varphi_{F}\right.
$$

$$
\times\left(6-21 \sin ^{2} \varphi_{F}+16 \sin ^{4} \varphi_{F}\right)+\sin \varphi_{F}
$$

$$
\times\left(18-64 \sin ^{2} \varphi_{F}+48 \sin ^{4} \varphi_{F}-18 \cos \varphi_{F}\right.
$$

$$
\left.\left.+73 \cos \varphi_{F} \sin ^{2} \varphi_{F}-64 \cos \varphi_{F} \sin ^{4} \varphi_{F}\right)\right]
$$

$$
\chi_{\theta}^{\mathrm{foc}}=\frac{1}{30 \varphi_{G}^{3}}\left[\varphi_{G} \cos \varphi_{G} \sin ^{2} \varphi_{G}\right.
$$

$$
\times\left(15-120 \sin ^{2} \varphi_{G}+256 \sin ^{4} \varphi_{G}\right.
$$

$$
\left.-160 \sin ^{6} \varphi_{\theta}\right)
$$

$$
+\frac{2}{15} \sin \varphi_{G}\left(-9+157 \sin ^{2} \varphi_{G}-612 \sin ^{4} \varphi_{\theta}\right.
$$

$$
\left.+864 \sin ^{6} \varphi_{G}-400 \sin ^{8} \varphi_{a}\right)+\frac{2}{15} \sin \varphi_{\theta}
$$

$$
\left.\times \cos \varphi_{G}\left(9-40 \sin ^{2} \varphi_{G}+40 \sin ^{4} \varphi_{G}\right)\right]
$$

$$
\chi_{H}^{\mathrm{foc}}=\frac{1}{210 \varphi_{H}^{3}}\left[2 \sin \varphi_{H} \cos \varphi_{H}\right.
$$

$$
\times\left(13-160 \sin ^{2} \varphi_{H}+608 \sin ^{4} \varphi_{H}\right.
$$

$$
\left.-896 \sin ^{6} \varphi_{H}+448 \sin ^{8} \varphi_{H}\right)
$$

$$
+\sin \varphi_{H}\left(-26+543 \sin ^{2} \varphi_{H}\right.
$$

$$
-3429 \sin ^{4} \varphi_{H}+8512 \sin ^{6} \varphi_{H}
$$

$$
\left.\left.-8960 \sin ^{8} \varphi_{H}+3360 \sin ^{10} \varphi_{H}\right)\right]
$$

$$
\chi_{I}^{\text {foo }}=\frac{1}{42 \varphi_{I}^{3}}\left[\varphi_{I} \cos \varphi_{I} \sin ^{2} \varphi_{I}\right.
$$

$$
\times\left(21-308 \sin ^{2} \varphi_{I}+1232 \sin ^{4} \varphi_{I}\right.
$$

$$
\left.-1824 \sin ^{6} \varphi_{I}+896 \sin ^{8} \varphi_{I}\right)
$$

$$
+\frac{2}{7} \sin \varphi_{I}\left(-51+939 \sin ^{2} \varphi_{I}\right.
$$

$$
\begin{aligned}
& -4744 \sin ^{4} \varphi_{I}+9920 \sin ^{6} \varphi_{I} \\
& \left.-9200 \sin ^{8} \varphi_{I}+3136 \sin ^{10} \varphi_{I}\right) \\
& +\frac{2}{7} \sin \varphi_{I} \cos \varphi_{I} \\
& \times\left(51-840 \sin ^{2} \varphi_{I}+3528 \sin ^{4} \varphi_{I}\right. \\
& \left.\left.-5376 \sin ^{6} \varphi_{I}+2688 \sin ^{8} \varphi_{I}\right)\right]
\end{aligned}
$$

As in the case of the simple-cubic structure, the function $g_{0}(\alpha)$ is calculated using 3, 6, 9 -term formulas and $g_{2}(\alpha)$ and $g_{3}(\alpha)$ using 3 and 6 -term formulas. The functions are tabulated in Tables III and IV. As in the previous case we have very good agreement between $g_{0}^{(3)}, g_{0}^{(6)}$ and $g_{0}^{(9)}$ for small $\alpha$. When $\alpha$ increases the functions start to diverge. The numerical values of $g_{0}^{(3)}$ and $g_{0}^{(6)}$ differ much more than the values of $g_{0}^{(8)}$ and $g_{0}^{(8)}$. For example, at $\alpha=1.5$, we

Table III. The function $g_{0}(\alpha) /(4 \pi)^{1}$ for the face-centered cubic structure.

|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $g_{0}(\alpha) /(4 \pi)^{\frac{1}{2}}$ |  |  |$]$

Table IV. The functions $g_{2}(\alpha) /(4 \pi)^{\frac{1}{2}}$ and $g_{3}(\alpha) /(4 \pi)^{\frac{1}{2}}$ for the face-centered cubic structure.

| $\alpha$ | $g_{2}(\alpha) /(4 \pi)^{2}$ |  | $g_{3}(\alpha) /(4 \pi)^{\frac{1}{2}}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 3-term expression | 6-term expression | 3-term expression | 6-term expression |
| 0.00 | 0.0000 | 0.0000 | 0 | 0 |
| 0.05 | 0.0000 | 0.0000 | 0 | 0 |
| 0.10 | 0.0000 | 0.0000 | 0 | 0 |
| 0.15 | 0.0001 | 0.0001 | 0 | 0 |
| 0.20 | 0.0003 | 0.0003 | 0 | 0 |
| 0.25 | 0.0007 | 0.0007 | 0 | 0 |
| 0.30 | 0.0015 | 0.0015 | 0 | 0 |
| 0.35 | 0.0026 | 0.0026 | 0.0001 | 0.0001 |
| 0.40 | 0.0041 | 0.0041 | 0.0001 | 0.0001 |
| 0.45 | 0.0061 | 0.0061 | 0.0002 | 0.0002 |
| 0.50 | 0.0085 | 0.0085 | 0.0004 | 0.0004 |
| 0.55 | 0.0113 | 0.0113 | 0.0007 | 0.0007 |
| 0.60 | 0.0143 | 0.0143 | 0.0011 | 0.0011 |
| 0.65 | 0.0174 | 0.0174 | 0.0017 | 0.0017 |
| 0.70 | 0.0205 | 0.0205 | 0.0024 | 0.0024 |
| 0.75 | 0.0233 | 0.0233 | 0.0032 | 0.0032 |
| 0.80 | 0.0256 | 0.0256 | 0.0043 | 0.0043 |
| 0.85 | 0.0273 | 0.0273 | 0.0055 | 0.0055 |
| 0.90 | 0.0281 | 0.0281 | 0.0068 | 0.0068 |
| 0.95 | 0.0280 | 0.0280 | 0.0082 | 0.0083 |
| 1.00 | 0.0270 | 0.0269 | 0.0096 | 0.0097 |
| 1.05 | 0.0249 | 0.0248 | 0.0110 | 0.0111 |
| 1.10 | 0.0220 | 0.0218 | 0.0123 | 0.0124 |
| 1.15 | 0.0183 | 0.0180 | 0.0133 | 0.0136 |
| 1.20 | 0.0141 | 0.0135 | 0.0141 | 0.0144 |
| 1.25 | 0.0096 | 0.0088 | 0.0145 | 0.0149 |
| 1.30 | 0.0050 | 0.0039 | 0.0145 | 0.0151 |
| 1.35 | 0.0007 | -0.0008 | 0.0140 | 0.0147 |
| 1.40 | -0.0030 | -0.0051 | 0.0130 | 0.0140 |
| 1.45 | -0.0060 | -0.0087 | 0.0116 | 0.0128 |
| 1.50 | -0.0081 | -0.0114 | 0.0097 | 0.0112 |
| 1.55 | -0.0091 | -0.0131 | 0.0075 | 0.0092 |
| 1.60 | -0.0090 | -0.0138 | 0.0050 | 0.0070 |
| 1.65 | -0.0079 | -0.0134 | 0.0024 | 0.0046 |
| 1.70 | -0.0059 | -0.0121 | -0.0003 | 0.0022 |
| 1.75 | -0.0032 | -0.0101 | -0.0028 | -0.0002 |
| 1.80 | 0.0001 | -0.0074 | -0.0051 | -0.0023 |
| 1.85 | 0.0035 | -0.0043 | -0.0071 | -0.0042 |
| 1.90 | 0.0069 | -0.0011 | -0.0086 | -0.0056 |
| 1.95 | 0.0099 | 0.0019 | -0.0095 | -0.0066 |
| 2.00 | 0.0124 | 0.0046 | -0.0098 | -0.0072 |

have $\left(g_{0}^{(6)}-g_{0}^{(3)}\right)=0.0052$, but $\left(g_{0}^{(6)}-g_{0}^{(9)}\right)$ is still equal to zero. For the functions $g_{2}$ and $g_{3}$ we have also very good agreement between $g_{i}^{(3)}$ and $g_{i}^{(6)}$ for small $\alpha$.
We want to point out that the first zero for $g_{0}$ is located in the vicinity of $r \approx a$ for the simple cubic lattice and in the vicinity of $r \approx 0.7 a$, which is about $a /(2)^{\frac{1}{2}}$ for the face-centered cubic lattice. The reason for this is that the first zero of $\chi(\mathbf{r})$ occurs at the positions of the first neighbors.

## VI. NOTE ON APPLICATIONS TO SOLD STATE THEORY

One of the most fruitful approaches to the computation of energy band structures in solids has been the OPW (Orthogonalized Plane Wave) method. ${ }^{11}$

[^125]We write an arbitrary plane wave as

$$
\begin{equation*}
\psi_{i k}(\mathbf{r})=N^{-\frac{1}{2}} e^{i\left(k_{i}+k\right) \cdot r} \tag{6.1}
\end{equation*}
$$

where $\mathbf{k}_{i}$ is $2 \pi$ times a reciprocal lattice vector and $\mathbf{k}$ runs over the first Brillouin Zone of thela ttice concerned. The OPW method consists of assuming that a certain finite set of "core bands" are adequately described by tight-binding wavefunctions,

$$
\begin{equation*}
\phi_{c k}(\mathbf{r})=N^{-\frac{1}{2}} \sum_{\mathbf{R}} e^{i \mathbf{K} \cdot \mathbf{R}} \phi_{c}(\mathbf{r}-\mathbf{R}) \tag{6.2}
\end{equation*}
$$

where R locates a lattice site, $\sum_{\mathrm{R}}$ runs over all of them, and $\phi_{c}(\mathbf{r}-\mathrm{R})$ is an atomic function centered on lattice site $R$. We assume no overlapping of wavefunctions on different sites, for simplicity. The OPW method consists of orthogonalizing the plane wave (6.1) to all the core states (6.2), by the Schmidt process. Then the orthogonalized functions

$$
\begin{equation*}
\Psi_{i k}=\psi_{i k}-\sum_{c}\left(\phi_{c k}, \psi_{i k}\right) \phi_{c k} \tag{6.3}
\end{equation*}
$$

are used in a linear variational determination of energies for each value of $\mathbf{k}$. Associated with each $\mathbf{k}$ and each energy there are one or more linear combinations of the states $\Psi_{i k}$.

In some applications it is useful to construct a localized set of states known as Wannier functions. ${ }^{12}$ If a Bloch state $u_{n k}(\mathbf{r})$ is known (such as the linear linear combination mentioned just above), the corresponding Wannier function is defined by

$$
\begin{equation*}
a_{n}(\mathbf{r}-\mathbf{R})=N^{-\frac{1}{2}} \sum_{\mathbf{k}} e^{-i \mathbf{k} \cdot \mathbf{R}} u_{n k}(\mathbf{r}) \tag{6.4}
\end{equation*}
$$

where the sum runs over the whole first Brillouin Zone. The Wannier function associated with a single OPW (6.3) has a very simple analytical form, and may be useful ${ }^{13}$ as a zero-order localized function. It is

$$
\begin{align*}
a_{i}(\mathbf{r}-\mathbf{R}) \equiv & N^{-\frac{1}{2}} \sum_{\mathbf{k}} e^{-i \mathbf{k} \cdot \mathbf{R}} \Psi_{i k}  \tag{6.5}\\
= & e^{i \mathbf{k} \cdot} \cdot \mathbf{r} \chi(\mathbf{r}-\mathbf{R}) \\
& -\sum_{c} \sum_{\mathbf{R}^{\prime}} B_{c}\left(\mathbf{k}_{i} ; \mathbf{R}-\mathbf{R}^{\prime}\right) \phi_{c}\left(\mathbf{r}-\mathbf{R}^{\prime}\right)
\end{align*}
$$

where $B_{0}$ simply expresses the nonorthogonality of $\chi$ with atomic functions on its own site and on neighboring sites:

$$
\begin{equation*}
B_{c}\left(\mathbf{k}_{i} ; \mathbf{R}-\mathbf{R}^{\prime}\right)=\int \phi_{c}\left(\mathbf{r}-\mathbf{R}^{\prime}+\mathbf{R}\right) e^{i \mathbf{k}_{i} \cdot(\mathbf{r}+\mathbf{R})} \chi(\mathbf{r}) d \mathbf{r} \tag{6.6}
\end{equation*}
$$

[^126]The function $\chi(r)$ studied in the bulk of this paper is now seen to be part of "the Wannier function of a plane wave," and as such it enters into analytical expressions very similar to those of a tight binding theory. This explains the usefulness of having the expansion of $\chi(\mathbf{r})$ in spherical harmonics; in the special case $\mathbf{k}_{i}=0$, only $s$-like core states contribute to the sum over $c$ and we have, for example,

$$
\begin{align*}
B_{c}(0 ; 0) & =\int \phi_{n s}(\mathbf{r})^{*} \chi(\mathbf{r}) d \mathbf{r}  \tag{6.7}\\
& =(4 \pi)^{\frac{1}{2}} \int_{0}^{\infty} P_{n s}(r) g_{0}(r) r d r
\end{align*}
$$

where $\phi_{n,}=\left[P_{n}(r) / r\right] Y_{00}(\theta, \varphi)$. The quantity (6.7) gives the overlap of $\chi(\mathbf{r})$ with an $\varepsilon$ function centered at the same lattice site. For $R-R^{\prime} \neq 0$ in (6.6), it is necessary to perform two-center integrals, where again it is usually convenient to have spherical harmonic expansions (see, e.g., the method of Löwdin ${ }^{14}$ ). We have verified that the tables given herein are sufficient to compute most quantities of the form (3.1) arising from these considerations,

[^127]with particular reference to $\mathrm{Fe}, \mathrm{Cu}, \mathrm{Ar}$, and NaCl . Some of the results will be presented in a forthcoming publication on exciton oscillator strengths in the latter two crystals.

## VII. SUMMMARY

A general discussion of the "Wannier Function of a plane wave" has been presented, along with approximate tabular values of its Kubic Harmonic components $g_{i}(r)$ in two specific lattices, simple-cubic, and face-centered cubic. It is emphasized that the $g_{i}(r)$ are in fact functions of $\alpha=r / a$ so that they depend only on the structure and can be used for any material with simple-cubic or fce structure.
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#### Abstract

We investigate a frame of a model of quantum field theory with a degenerate vacuum. At least one vacuum is cyclic. The field is covariant under a "gauge" transformation. We show the existence of non-gauge-invariant vacuum states. We define "observables" as gauge-invariant operators; the algebra of these does not coincide with the algebra of the field operator; the reduction of the former algebra reflects a superselection rule.


## 1. INTRODUCTION

TTHERE is a constant interest in theories with degenerate ground state in nonrelativistic (manybody problem) as well as in relativistic (quantum field theory) approach.

As far as the relativistic field theory is concerned, the degeneration of the Lorentz-invariant vacuum state has been partly elucidated by some theorems. ${ }^{1-3}$ In particular it has been shown that there cannot be a degeneracy of the vacuum state if every vacuum state is a cyclic vector for the algebra of field operators.

In this paper we intend to investigate the case that may occur if not every, but at least one, vacuum state is cyclic. We examine a frame for models of relativistic quantum field theory which display certain symmetry properties. The basic idea is already contained in Haag's paper ${ }^{4,5}$ concerning the Bogolu-bov-BCS model. ${ }^{6-8}$ We consider field theories fulfilling the usual assumptions of the Wightman framework, i.e., the field operator is an operator valued distribution in a separable Hilbert space $\mathfrak{H}$; the smeared out field maps a dense set $\mathscr{D}$ of $\mathfrak{K}$ into itself, transforms according to a unitary representation of the inhomogeneous Lorentz group,

[^128]has a vacuum state invariant under the Lorentz transformation as a cyclic vector and is local; the spectrum of the translation operator is assumed to lie in the forward light cone. We are going to show that there may exist vacuum states noninvariant under the symmetry which is inherent to the field. This is mainly due to the reduction of the original reducible algebra of field operators possessing the mentioned symmetry property into irreducible algebras which are no longer invariant under this symmetry.

Most of the calculations are carried out in detail for a special example of gauge (which, however, is not a gauge transformation in the usual sense as, e.g., for free charged fields). Most of the results hold also for other examples of symmetry as considered, e.g., in connection with the Goldstone theorem, ${ }^{9}$ briefly mentioned in the concluding Sec. 5 .

Starting from the gauge properties of the theory we are able to give a reasonable definition of the observables. It follows that not all observables belong to the algebra of the field and vice versa. The von Neumann algebra of the field operator and that of the superselecting operator (which is contained in the algebra of observables) coincide with the set of all bounded operators. The reduction of the Hilbert space with respect to the center of the observables into the coherent sectors is in a certain way "complementary" to that which reduces the algebra of the field operator. This follows rather trivially from the assumptions made for the gauge transformation.

## 2. CONSTRUCTION OF THE MODEL

In this section we are going to outline the construction of the model with which we are mainly

[^129]concerned. To this aim let us consider a charged scalar field $A_{0}(x)$ and the adjoint $A_{0}^{\dagger}(x)$ in a separable Hilbert space $\mathfrak{K e}_{0}$. Let us assume this field to satisfy the axioms listed in the introduction and to be irreducible in $\mathfrak{H}_{0}$, so that there is only one vacuum state $\Omega_{0}$. We take then a family of duplicates of such fields, $A_{\alpha}, A_{\alpha}^{\dagger}, \mathfrak{C}_{\alpha}, \Omega_{\alpha}$ for a continuous $\alpha$, $0 \leq \alpha<2 \pi$. The fields in different Hilbert spaces are linked together by a one-parameter family of isometric transformations $G_{\alpha}(\beta)\left[\beta\right.$ real, $G_{\alpha}(\beta+2 \pi)=$ $G_{\alpha}(\beta)$ ] in the following way ${ }^{10.11}$ :
\[

$$
\begin{gather*}
G_{\alpha}(\beta) \mathscr{C}_{\alpha}=\mathscr{H}_{\alpha+\beta}  \tag{2.1}\\
G_{\alpha}(\beta) \Omega_{\alpha}=\Omega_{\alpha+\beta} \\
G_{\alpha}(\beta) A_{\alpha}(x) G_{\alpha+\beta}^{\dagger}(\beta)=A_{\alpha+\beta}(x) e^{i \beta}  \tag{2.2}\\
G_{\alpha}(\beta) A_{\alpha}^{\dagger}(x) G_{\alpha+\beta}^{\dagger}(\beta)=A_{\alpha+\beta}^{\dagger}(x) e^{-i \beta},
\end{gather*}
$$
\]

where

$$
G_{\alpha+\beta}^{\dagger}(\beta) \equiv\left(G_{\alpha}(\beta)\right)^{\dagger}
$$

If $U_{\alpha}(\Lambda, a)$ denotes the representation of the Lorentz group in $\mathfrak{H}_{\alpha}$ [i.e., $U_{\alpha}(\Lambda, a) A_{\alpha}(x) U_{\alpha}^{-1}(\Lambda, a)=$ $\left.A_{\alpha}(\Lambda x+a)\right]$ then it follows using the irreducibility of $A_{\alpha}$ in $\mathfrak{K}_{\alpha}$ that

$$
G_{\alpha}(\beta) U_{\alpha}(\Lambda, a) G_{\alpha+\beta}^{\dagger}(\beta)=U_{\alpha+\beta}(\Lambda, a) .
$$

We get also that

$$
\begin{equation*}
G_{\alpha}(\beta) I_{\alpha} G_{\alpha+\beta}^{\dagger}(\beta)=I_{\alpha+\beta} \tag{2.3}
\end{equation*}
$$

where $I_{\alpha}$ is the identity operator in $\mathfrak{H}_{\alpha}$.
Let us now form the direct integral of the spaces $\mathfrak{H}_{\alpha}$ (for the notation see Ref. 12) as well as of operators and vectors in these spaces.

$$
\begin{align*}
\mathscr{H} & =\int^{\oplus} \mathscr{C}_{\alpha}(d \alpha)^{\frac{1}{2}}, \\
\Omega & =\int^{\oplus} \Omega_{\alpha},  \tag{2.4}\\
A(x) & =\int^{\oplus} A_{\alpha}(x), \\
U(\Lambda, a) & =\int^{\oplus} U_{\alpha}(\Lambda, a) .
\end{align*}
$$

[^130]The symbol $d \alpha$ denotes here the Lebesgue measure on $0 \cdots 2 \pi ; \Omega$ is a Lorentz-invariant state in the separable ${ }^{13}$ Hilbert space $\mathscr{C}$, the components of which in the different spaces are just $\Omega_{\alpha}$. The meaning of the direct integral is as follows: If $\Phi, \Psi \in \mathscr{H}$ we have $(\Phi, A \Psi)=\int_{0}^{2 \pi}\left(\Phi_{\alpha}, A_{\alpha} \Psi_{\alpha}\right) d \alpha$. The $G_{\alpha}(\beta)$ give rise to an operator $G(\beta)$ in $\mathfrak{H}$

$$
(\Phi, G(\beta) \Psi)=\int_{0}^{2 \pi}\left(\Phi_{\alpha+\beta}, G_{\alpha}(\beta) \Psi_{\alpha}\right) d \alpha
$$

The operator $G(\beta)$ which we call hereafter a "gauge transformation" is a unitary operator in $\mathfrak{H}$, which commutes with the Lorentz group and leaves $\Omega$ invariant.

We have also

$$
\begin{align*}
G(\beta) A(x) G(\beta)^{-1} & =A(x) e^{i \beta}  \tag{2.5}\\
G(\beta) A^{\dagger}(x) G(\beta)^{-1} & =A^{\dagger}(x) e^{-i \beta} .
\end{align*}
$$

Let us investigate under what additional assumptions the algebra $\mathbb{Q}$ of the unbounded field operator $A(x)$ given by (2.4) is cyclic with respect to $\Omega$ in $\mathcal{H}$.
In case $\Omega$ is not cyclic, there exists a vector $\Phi \in \mathfrak{H}$, $\Phi \neq 0$ such that $(\Phi, A \Omega)=0$ for every $A \in a=$ $\int^{\oplus} \mathfrak{Q}_{\alpha} . \mathbb{Q}_{\alpha}$ is the algebra of the unbounded field operators in $\mathscr{K}_{\alpha}$, well defined on a dense domain of $\mathscr{H}_{\alpha}$. We have $(\Phi, A \Omega)=\int d \alpha\left(\Phi_{\alpha}, A_{\alpha} \Omega_{\alpha}\right)$. This should also vanish for the particular choice of $A$

$$
A=B^{\circ} U(I, a) A^{\circ}=\int^{\oplus} B_{\alpha}^{\circ} U_{\alpha}(I, a) A_{\alpha}^{\circ}
$$

where $B_{\alpha}^{\circ}, A_{\alpha}^{\circ}$ are products of the smeared-out field operator and its adjoint with test functions of compact support in Minkowski space. By virtue of (2.1) and (2.2), we get

$$
\begin{align*}
0 & =\left(\Phi, B^{\circ} U(I, a) A^{\circ} \Omega\right) \\
& =\int d \alpha\left(\Phi_{\alpha}, B_{\alpha}^{\mathrm{o}} U_{\alpha}(I, a) A_{\alpha}^{\mathrm{o}} \Omega_{\alpha}\right)  \tag{2.6}\\
& =\int d \alpha e^{-i m \alpha}\left(G_{\alpha}^{\dagger}(\alpha) \Phi_{\alpha}, B_{0}^{\circ} U_{0}(I, a) A_{0}^{\circ} \Omega_{0}\right),
\end{align*}
$$

where $m$ is the difference of the number of field operators and the number of its adjoints in $B^{\circ}$ and $A^{c}$. Now

$$
\psi_{0} \equiv \int d \alpha e^{-i m \alpha} G_{\alpha}^{\dagger}(\alpha) \Phi_{\alpha}
$$

is a vector in $\mathscr{K}_{0}$ [since (2.6) is a linear integral over vectors belonging to $\mathscr{H}_{0}$ and $\left\|\psi_{0}\right\| \leq \int d \alpha \int d \alpha^{\prime}$

[^131]$\left.\left\|\Phi_{\alpha}\right\|\left\|\Phi_{\alpha^{\prime}}\right\|<\infty\right]$. Thus by applying a well-known result, ${ }^{14}$ we get
\[

$$
\begin{align*}
\lim _{a \rightarrow \infty} & \left(\Phi, B^{c} U(I, a) A^{c} \Omega\right) \\
& =\int d \alpha e^{-i m \alpha}\left(G_{\alpha}^{\dagger}(\alpha) \Phi_{\alpha}, B_{0}^{0} \Omega_{0}\right)\left(\Omega_{0}, A_{0}^{\mathrm{c}} \Omega_{0}\right) \\
& =\int d \alpha e^{-i n \alpha}\left(\Phi_{\alpha}, B_{a}^{c} \Omega_{\alpha}\right)\left(\Omega_{0}, A_{0}^{e} \Omega_{0}\right) \tag{2.7}
\end{align*}
$$
\]

where $a$ is spacelike and $n$ is the difference of the number of field operators and the number of its adjoints in $A_{0}^{\circ}$. Notice that the cluster decomposition theorem proved for a dense set of states on the left-hand side of the matrix element can be easily extended to an arbitrary state out of $\mathfrak{H}$.

From (2.6) and (2.7) follows

$$
\begin{equation*}
\int d_{\alpha} e^{-i n \alpha}\left(\Phi_{\alpha}, B_{\alpha}^{o} \Omega_{\alpha}\right)\left(\Omega_{0}, A_{0}^{0} \Omega_{0}\right)=0 \tag{2.8}
\end{equation*}
$$

for all $B_{\alpha}^{\circ}, A_{0}^{\circ}$. Should at least one Wightman function ( $\Omega_{0}, A_{0}^{\circ} \Omega_{0}$ ) for every $n=0, \pm 1, \pm 2, \cdots$ be different from zero (this is apparently not the case for free fields!), the last equation yields

$$
\begin{equation*}
\left(\Phi_{\alpha}, B_{\alpha}^{c} \Omega_{\alpha}\right)=0 \tag{2.9}
\end{equation*}
$$

for every $B_{\alpha}^{*}$ for (almost) all $\alpha$. This, however, implies

$$
\begin{equation*}
\Phi_{\alpha}=0, \quad \Phi=0, \tag{2.10}
\end{equation*}
$$

which secures the cyclicity of $Q$ with respect to $\Omega$.
The restrictions imposed above onto the Wightman functions can be weakened in the following way. Assume

$$
\begin{equation*}
\left(\Omega_{0}, A_{0}^{\circ} \Omega_{0}\right) \neq 0 \tag{2.11}
\end{equation*}
$$

for $n=1$. Then in virtue of

$$
\begin{aligned}
0 & \neq\left(\Omega_{0}, A_{0}^{8} \Omega_{0}\right)\left(\Omega_{0}, A_{0}^{8} \Omega_{0}\right) \\
& =\lim _{a \rightarrow \infty}\left(\Omega_{0}, A_{0}^{\circ} U_{0}(I, a) A_{0}^{\circ} \Omega_{0}\right),
\end{aligned}
$$

the Wightman function for $n=2$ under the limit cannot vanish for all finite $a$. In a similar way we find that there are Wightman functions different from zero for every $n \geq 0$. Formula (2.11) implies also that the Wightman function for $n=-1$.

$$
\left(\Omega_{0}, A_{0}^{\mathrm{s}_{0}^{\dagger}} \Omega_{0}\right) \neq 0
$$

this enables us to construct Wightman functions different from zero for every $n \leq 0$.
Should the information (2.11) be not available, we have to look for two nonvanishing Wightman

[^132]functions for $n_{1}$ and $n_{2}$, different from zero and having no common integer factor (i.e., $n_{1}$ and $n_{2}$ have to be relatively prime); if such functions exist, then there are again Wightman functions different from zero for every $n$. This can be shown by a construction similar to the preceding one based on the fact that every integer $n$ can be represented as follows:
$$
n=\nu n_{1}+\mu n_{2}
$$
with integers $\nu$ and $\mu$.
Thus we arrive at the conclusion that $a$ is cyclically represented in $\mathscr{C}$ with $\Omega$ as cyclic vector provided that $\left(\Omega_{0}, A_{0}^{\circ} \Omega_{0}\right) \neq 0$ either for $n=1$ or for $n_{1}, n_{2}$ relatively prime. The first case comprises the case when the one-point function differs from zero (as, e.g., in a theory with "tadpoles").

Assuming that the before-mentioned hypothesis holds, we can make use of Borchers' result that the commutant $\mathbb{Q}^{\prime}$ consisting of all bounded operators commuting with $Q$ is Abelian and therefore contained in the von Neumann algebra $\mathbb{Q}^{\prime \prime}$, the double commutant of $\mathbb{Q}^{15}$ (a slightly different proof of Borchers' assertion is given in the Appendix I).

Thus we succeeded in constructing a reducible field $A$ possessing the symmetry property (2.5) and being cyclic with respect to a vacuum state $\Omega$ symmetric under the gauge transformation. The subspace of vacuum states ${ }^{16}$

$$
\mathscr{F}(0)=\int^{\oplus} \mathscr{H}_{\alpha}(0)
$$

(where $\mathscr{N}_{\alpha}(0)$ is the subspace of vacuum states in $\mathscr{K}_{a}$ consisting of $\Omega_{a}$ only), contains also vectors nonsymmetric with respect to the gauge transformation, e.g., we can choose a function $f(\alpha)(0 \leq \alpha<2 \pi)$ such that

$$
\begin{aligned}
G(\beta) \int^{\oplus} f(\alpha) \Omega_{\alpha} & =\int^{\oplus} f(\alpha) G_{\alpha}(\beta) \Omega_{\alpha} \\
& =\int^{\oplus} f(\alpha-\beta) \Omega_{\alpha} \neq \int^{\oplus} f(\alpha) \Omega_{\alpha}
\end{aligned}
$$

Not all vacuum states are cyclic with respect to $a$.
The hypothesis concerning the Wightman function is a sufficient condition. There is an indication that it is also a necessary one. We shall return to this point in the next section to make it plausible.
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## 3. REDUCTION OF THE ALGEBRA OF THE FIELD POSSESSING A GAUGE SYMMETRY

In this section we want to examine the reverse problem to that considered in Sec. 2, viz., the standard reduction of the field algebra.

We start with a reducible charged scalar field $A(x)$ in a separable Hilbert space $\mathfrak{H}$. $A(x)$ satisfies the axioms stated in the introduction. In particular, it is assumed to be cyclic with respect to a Lorentz invariant state $\Omega$ and subjected to a gauge transformation (2.5). The unitary representation of the gauge group, $G(\beta)$ ( $\beta$ real) is assumed to leave $\Omega$ invariant. Lorentz invariance then implies that $G(\beta)$ commutes with the representation of the Lorentz group.

Let $a$ again denote the algebra of unbounded operators generated by the field operator. We may associate with $a$ two algebras of bounded operators: a weakly closed von Neumann algebra $\Omega \equiv a^{\prime \prime}$ and a uniformly closed symmetric algebra $\because$ (cf. Appendix II) which is weakly dense in $\Omega=K^{\prime \prime}$ and for which $\mathscr{K}^{\prime}=\mathbb{Q}^{\prime}=\mathbb{R}^{\prime}$.

In virtue of a theorem of Borchers ${ }^{17}$ we know that $a^{\prime}$ is Abelian so it coincides with the center of $\mathcal{R}$. Therefore we are able to make a decomposition of the Hilbert space $\mathfrak{H C}$ into a direct integral of Hilbert spaces $\mathscr{K}_{\alpha}$, with respect to $a^{\prime}$

$$
\mathfrak{H}=\int_{D} \mathscr{H}_{\alpha}[d \mu(\alpha)]^{\frac{1}{2}},
$$

$\alpha$ varies over a finite interval $D$ (cf. Ref. 18), such that the algebra $K$ splits into irreducible algebras $\varkappa_{\alpha}$ on $\mathscr{K}_{\alpha}$ [more precisely: almost every $\Re_{\alpha}$ in the sense of the measure $\mu(\alpha)$ is irreducible].

$$
\mathscr{K}=\int^{\oplus} \mathscr{K}_{\alpha} .
$$

The commutant $\Re^{\prime}$ consists of operators of the shape

$$
\int^{\oplus} f(\alpha) I_{a},
$$

where $I_{\alpha}$ is the unity operator on $\mathscr{H}_{\alpha}$ and $f(\alpha)$ a measurable function of $\alpha$ on $D .{ }^{19}$ The same decomposition with respect to $\mathbb{Q}^{\prime}$ yields for $\mathcal{R}=\int^{\oplus} \mathfrak{R}_{\alpha}$ (Ref. 20), where again the $\mathcal{R}_{\alpha}$ are irreducible in $\mathfrak{K}_{\alpha}$. According to Borchers ${ }^{1}$ the unitary representation $U(\Lambda, a)$ of the Lorentz group commutes with every element out of $\mathbb{Q}^{\prime}$. Therefore $U(\Lambda, a) \in \mathcal{R}$ and
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U(\Lambda, a)=\int^{\oplus} U_{\alpha}(\Lambda, a)
$$

The vector $\Omega$ can be also decomposed, $\Omega=\int^{\oplus} \Omega_{\alpha}$. Since $\Omega$ is cyclic with respect to $a$ (almost) every $\Omega_{\alpha}$ is different from zero. On the other hand the algebra $\mathfrak{R}_{\alpha}$ is irreducible in $\mathscr{F}_{\alpha}$ and therefore $\Omega_{\alpha}$ is the unique vacuum in $\mathscr{K}_{\alpha}$ (and is cyclic). ${ }^{1+3,21}$

Since $\Omega$ is cyclic for $\mathcal{R}$ in $\mathfrak{K}$, we get (cyclic as well as non cyclic) vacuum states different from $\Omega$ by applying an element (different from $\lambda I$ ) out of $R^{\prime}$ onto $\Omega$.

Each space $\mathfrak{C}_{\boldsymbol{\alpha}}$ is a Hilbert space of infinite dimensions or dimension 1 since there are no finitedimensional nontrivial representations of the Lorentz group.

To proceed further we have to impose some additional restrictions fitting our model. In particular we need some information concerning how $G(\beta)$ is related to the decomposition of $\mathfrak{H}$. We restrict ourselves here to the case considered in Sec. 2: $d \mu(\alpha)=d \alpha$ is pure continuous, $D$ is normed to the interval $0 \cdots 2 \pi$ and $G(\beta)$ connects the different spaces in the way given by (2.1) and (2.2). This implies that the representations of the Lorentz group have the same spectrum with the same multiplicity in every space $\mathscr{F}_{\alpha}{ }^{22}$ It also rules out of our consideration the trivial case of $\mathscr{H}_{\alpha}$ consisting only the of vacuum state $\Omega_{\alpha}$. Due to (2.3) the operator $G(\beta)$ does not commute with $a^{\prime}$ and so does not belong to $\Omega$.

Let us now return to the remark made at the end of Sec. 2 concerning the condition imposed on the Wightman functions. Let us consider the case when in addition to (2.2) a unitary transformation $H_{\alpha}(\gamma)$ exists in $\mathscr{H}_{\alpha}$ with the property

$$
\begin{align*}
& H_{\alpha}(\gamma) A_{\alpha}(x) H_{\alpha}^{\dagger}(\gamma)=e^{i \gamma} A_{\alpha}(x)  \tag{3.1}\\
& H_{\alpha}(x) A_{\alpha}^{\dagger}(x) H_{\alpha}^{\dagger}(\gamma)=e^{-i \gamma} A_{\alpha}(x) .
\end{align*}
$$

Then

$$
G_{\alpha}(\beta) A_{\alpha}(x) G_{\alpha+\beta}^{\dagger}(\beta)=H_{\alpha+\beta}(\beta) A_{\alpha+\beta}(x) H_{\alpha+\beta}^{\dagger}(\beta) .
$$

It follows that $H_{\alpha}$ commutes with $U_{\alpha}(\Lambda, a)$ and that

$$
H_{\alpha}(\gamma) \Omega_{\alpha}=\lambda(\gamma) \Omega_{\alpha} \quad|\lambda(\gamma)|=1
$$

For a monomial $A_{\alpha}$ of field operators ( $n$ denotes the difference of the number of field operators and the number of its adjoints) we get in virtue of (2.2)

$$
\begin{equation*}
\left(\Omega_{\alpha}, A_{\alpha} \Omega_{\alpha}\right)=\left(\Omega_{\alpha+\beta}, A_{\alpha+\beta} \Omega_{\alpha+\beta}\right) e^{i n \beta} \tag{3.2}
\end{equation*}
$$
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On the other hand, by means of (3.1), we get that (3.2) is equal to

$$
\left(\Omega_{\alpha+\beta}, A_{\alpha+\beta} \Omega_{\alpha+\beta}\right)
$$

Consequently, the Wightman functions vanish for $n \neq 0$ and coincide in different space for $n=0$,

$$
\left(\Omega_{\alpha}, A_{\alpha} \Omega_{\alpha}\right)=\left(\Omega_{\beta}, A_{\beta} \Omega_{\beta}\right) ;
$$

therefore, the algebras $\mathbb{Q}_{\alpha}$ are equivalent [the isometric mapping is given by $\left.H_{\alpha+\beta}^{\dagger}(\beta) G_{\alpha}(\beta)\right]$. In this case the reducible $R$ is a factor. $\Omega$ cannot be cyclic. ${ }^{3}$ It is clear that $Q^{\prime}$ does not belong to $R$. Nevertheless, a reduction of the algebra with respect to a maximal Abelian algebra in $\mathbb{Q}^{\prime}$ is still possible. It gives again the decomposition (2.4). The charged free scalar field with proper commutation relations fit into this trivial case. $H_{\alpha}(\gamma)$ is then the conventional gauge transformation; it belongs to the algebra $\mathbb{Q}_{\alpha}^{\prime \prime} . H(\gamma)=\int^{\oplus} H_{\alpha}(\gamma)$ belong then to $\mathcal{R}$ and applied to $A(x)$ yields the same result as $G(\gamma)$ although both operators have not much in common.

## 4. THE ALGEBRA OF "OBSERVABLES" AND ITS REDUCTION

Following the example of the conventional gauge theory where the observable quantities are gauge invariant we define "observables" as all bounded self-adjoint operators on $\mathfrak{H C}$ which commute with $G(\beta)$. They form a van Neumann algebra $\mathcal{O}$. It follows immediately that:
(1) $\mathcal{O}$ does neither coincide with $\mathcal{R}$ nor lies inside a. To exhibit it let us consider the projection operator $P_{\Omega}$ on $\Omega=\int^{\oplus} \Omega_{\alpha} . P_{\Omega}$ commutes with $G(\beta)$ since $\Omega$ is invariant under $G(\beta)$. On the other hand, $P_{\mathrm{g}}$ does not belong to $R$ unless $\mathcal{R}$ is irreducible since $\Omega$ is a cyclic vector for $\mathcal{R}$.
(2) $\mathcal{R}$ is not contained in $\mathcal{O}$ either. Should that be the case, $G(\beta)$ would commute with $R$, i.e. $G(\beta) \subset \mathcal{R}^{\prime}$, and $G_{\alpha}(\beta)$ would not connect $\mathscr{H}_{\alpha}$ with $\mathcal{K}_{\alpha+\beta}$.
(3) The intersection $\Omega \cap \mathcal{O}$ is not empty, e.g., the Lorentz group is contained in $\mathcal{R} \cap \mathcal{O}$.
(4) $\mathfrak{R}^{\prime} \cap \mathcal{O}=\lambda I$ ( $\lambda$ is a number) since the elements of $\mathbb{R}^{\prime}$, different from $I$ do not commute with $G(\beta)$. It follows that

$$
\begin{equation*}
\left(\mathbb{R} \cup \mathcal{O}^{\prime}\right)^{\prime \prime}=\mathbb{B} \tag{4.1}
\end{equation*}
$$

where $\mathbb{B}$ denotes all bounded operators on $\mathfrak{H C}$.
Obviously, $G(\beta) \in \mathcal{O}$. Let us write $G(\beta)=e^{i \beta Q}$; then all spectral projections of the "charge" $Q=Q^{\dagger}$ belong to $\mathcal{O}$ ( $Q$ itself is unbounded). Since on the other hand $G(\beta) \in \mathcal{O}^{\prime}, G(\beta)$ belongs to the center
$\mathcal{O} \cap \mathcal{O}^{\prime}$. Again in analogy to conventional theory we call the algebra of the center the algebra of "superselecting" operators. It follows that
(5) The center $\mathcal{O} \cap \mathcal{O}^{\prime}$ coincides with $\mathcal{O}^{\prime}$. To show it take an $\alpha \in \mathcal{O}^{\prime}$, then $\alpha$ commutes with $G(\beta)$ since $G(\beta) \in \mathcal{O}$; thus $\alpha \in \mathcal{O}$. The last statement enables us to perform a complete measurement. ${ }^{23.24}$
(6) $\mathcal{O}^{\prime}$ consists of all bounded functions of $Q$ only. This results from the fact that every $o \in \mathcal{O}^{\prime}$ commutes with every bounded operator commuting with $Q$; thus $o$ is a function of $Q{ }^{25}$

We can reformulate (4.1): the von Neumann algebra of the field $A(x)$ and $G(\beta)$, is the algebra of all bounded operators in $\mathfrak{C}$.

One easily finds eigenvalues of $G(\beta)$ and $Q$. For example, for

$$
\begin{equation*}
\Omega^{(n)}=\int^{\oplus} e^{-i \alpha n} \Omega_{\alpha} \tag{4.2}
\end{equation*}
$$

we have

$$
G(\beta) \Omega^{(n)}=e^{i n \beta} \Omega^{(n)}
$$

From the periodicity of $G(\beta)$ follows that $n$ is integer. All vectors $O \Omega^{(n)}$ belong to the same eigenvalue $n$. It turns out that the whole spectrum of $Q$ is represented by the numbers $n=0, \pm 1, \pm 2, \cdots$ because of the relation (2.5) and the cyclicity of $\Omega^{(n)}$. The $\Omega^{(n)}$ form an orthonormal set of vectors complete in $\mathscr{H}(0)$.
$\Omega \equiv \Omega^{(0)}$ is distinguished by the property to be invariant under $G(\beta)$ and under a TCP-operation provided the last transformation is defined appropriately in the $\mathfrak{F}_{\alpha}$ ( $\Omega_{\alpha}$ has to be TCP-invariant for every $\alpha$ ). Under TCP-operation $\Omega^{(n)}$ goes over into $\Omega^{(-n)}$. The projections on the $\Omega^{(n)}$ are also observables not belonging to $\mathcal{R}$. The Wightman functions for different $\Omega^{(n)}$ coincide.
If "physically realizable states" are defined as states the projections on which are observables, ${ }^{26}$ then the vectors $\Omega^{(n)}$ are such states. There are other vacuum states which are not physically realizable (e.g., $\Omega^{\prime}=\int^{\oplus} \eta_{\Delta} \Omega_{\alpha}$ if $\eta_{\Delta}$ is 1 on a subinterval of $0 \cdots 2 \pi$ and zero elsewhere).

Let us now examine the decomposition of 0 with respect to $\mathcal{O}^{\prime}$. The decomposition of $\mathcal{O}$ with respect to a maximal Abelian subalgebra of $\mathcal{O}^{\prime},{ }^{20}$ is estab-

[^136]lished by the spectral decomposition of $Q$ (we could choose the Cayley transformed of $Q$ to deal with a bounded operator), i.e.,
\[

$$
\begin{aligned}
\mathfrak{H} & =\sum_{n} \oplus \mathscr{F}_{n}, \\
\mathcal{O} & =\sum_{n} \oplus \mathcal{O}_{n}, \\
\mathcal{O}^{\prime} & =\left\{\sum_{n} \oplus \mathcal{c}_{n} I_{n}\right\}
\end{aligned}
$$
\]

where $I_{n}$ is the unity in $\mathscr{K}_{n}$, the $c_{n}$ are complex numbers. The algebra $\mathcal{O}_{n}$ is irreducible in $\mathscr{K}_{n}$ since $\mathcal{O}^{\prime} \subset \mathcal{O}$. The spaces $\mathscr{H}_{n}$ are "coherent" sectors in the sense of "superselection" rules. Every $\mathscr{F}_{n}$ contains a vacuum state $\Omega^{n}$ and the Lorentz group is again unitarily represented in every $\mathfrak{F}_{n}$. Here we see immediately that no $\mathfrak{C}_{n}$ can be one dimensional: Since $\Omega^{(k)}$ is cyclic we know (if $\mathfrak{H C}$ does not consist of vacuum states alone) that there is a product of smeared-out field operators $A$ so that $A \Omega^{(k)} \in \mathfrak{K}_{k+m}$ is no vacuum state. But for the same $A$, it holds that $A \Omega^{(n)}$ for any $n$ is no vacuum state since $\Omega^{(n)}$ is related to $\Omega^{(k)}$ by a unitary transformation $V$ out of $\mathbb{Q}^{\prime}$ (namely $V=\int^{\oplus} e^{i(n-k) \alpha} I_{\alpha}$ ), by virtue of which $A \Omega^{(n)}=\Omega^{\prime}$ would imply $A \Omega^{(k)}=V^{+} \Omega^{\prime}$, which again would be Lorentz-invariant contrary to the assumption.

The complementary character of the two decompositions with respect to the field and the observables is exhibited by the commutation relations of the "gauge operator"

$$
L=\int_{0}^{2 \pi \oplus} \alpha I_{\alpha}
$$

related to the field and the "charge" $Q=\Sigma \oplus n I_{n}$ related to the observables: $[Q, L]=i$.

## 5. CONCLUDING REMARKS

The results obtained for a single model in Secs. 2-4 can be generalized to physically more interesting cases, e.g., to the case of a multiplet of $n>2$ spinless real fields $A^{(p)}(x)$ where the transformation of the fields under the symmetry transformation $G(\beta)$ is given by ${ }^{9}$

$$
\begin{align*}
& G(\beta) A^{(\nu)}(x) G(\beta)^{-1} \\
& \quad=\sum_{\nu=1}^{n}\left(e^{i \beta T}\right)^{n} \mu A^{(\mu)}(x), \quad \nu=1, \cdots n, \tag{5.1}
\end{align*}
$$

where $G(\beta)$ is unitary, $T_{\mu}^{\nu}=\bar{X}_{p}^{\mu}$ is a $c$-number tensor; $\beta$ a real number. The expectation value of an infinitesimal transformation (5.1) with respect to a vacuum state $\Omega^{\prime}$ noninvariant under $G(\beta)$.

$$
\begin{aligned}
& \left(\Omega^{\prime}, G(\beta) A^{(\nu)}(x) G(\beta)^{-1} \Omega^{\prime}\right) \\
& \quad=\beta \sum_{\mu=1}^{n} T_{\mu}^{v}\left(\Omega^{\prime}, A^{(\mu)}(x) \Omega^{\prime}\right)+\left(\Omega^{\prime}, A^{(\nu)}(x) \Omega^{\prime}\right)
\end{aligned}
$$

does not need to vanish; this amounts to

$$
\left(\Omega^{\prime}, A^{(\mu)}(x) \Omega^{\prime}\right) \not \equiv 0
$$

This in turn leads to the conjecture known as the Goldstone theorem. ${ }^{9}$ We are not going here to prove or disprove the latter. We intend only to point out the following: Let us return to our model. Assume the field we are considering has asymptotic fields belonging to a certain mass. Then these free fields possess the well-known gauge symmetry (and a locally conserved current) which is completely different from the transformation $G(\beta)$ as investigated here for the interacting field (see Sec. 2). Incidentally, the free fields may possess in addition the transformation property under $G(\beta)$.
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## APPENDIX I

We give here a proof slightly different from that of Borchers ${ }^{1}$ that under the assumptions stated in the introduction, $a^{\prime}$ is Abelian.

Let us consider

$$
\begin{equation*}
\left(\Omega, A^{c}\left(x_{1}, \cdots x_{n}\right) u B^{c}\left(y_{1} \cdots y_{m}\right) \Omega\right) \tag{A1}
\end{equation*}
$$

where $A^{c}$ and $B^{c}$ is a product of $A$ and $A^{\dagger}$ taken at the world points $x_{1}, \cdots, y_{m}$ and $u$ belongs to $Q^{\prime}$. As $u$ commutes with $A$ and $A^{\dagger}$ (A1) is equal to

$$
\begin{equation*}
\left(\Omega, A^{c}\left(x_{1} \cdots x_{n}\right) B^{c}\left(y_{1}, \cdots y_{m}\right) \Omega^{\prime}\right) \tag{A2}
\end{equation*}
$$

where $\Omega^{\prime} \equiv u \Omega$ is again a vacuum state invariant under the Lorentz group. Applying the standard procedure based on the spectral condition, Lorentz invariance, and locality we see that (A2) is equal to

$$
\begin{aligned}
& \left(\Omega, B^{c}\left(-y_{m}, \cdots-y_{1}\right) A^{c}\left(-x_{n}, \cdots-x_{1}\right) \Omega^{\prime}\right) \\
& \quad=\left(\Omega, B^{c}\left(-y_{m}, \cdots-y_{1}\right) u A^{c}\left(-x_{n}, \cdots-x_{1}\right) \Omega\right) \\
& \quad=\left(\Omega, A^{c}\left(x_{1}, \cdots x_{n}\right) \theta u^{\dagger} \theta B^{c}\left(y_{1}, \cdots y_{m}\right) \Omega\right)
\end{aligned}
$$

where $\theta$ is a TCP operator (not necessarily unique). From cyclicity of $\Omega$ follows then that

$$
\begin{equation*}
u=\theta u^{\dagger} \theta \tag{A3}
\end{equation*}
$$

Consider now the product $u v$ where both $u$ and $v$ belong to $a^{\prime}$. According to (A3) we have

$$
u v=\theta v^{\dagger} u^{\dagger} \theta=\theta v^{\dagger} \theta \theta u^{\dagger} \theta=v u .
$$

## APPENDIX II

For the construction of $\mathcal{K}$ we proceed in the following way ${ }^{27}$ : Since the domain of $A \in a$ as well as $A^{\dagger}$ is dense in $\mathfrak{H C}$ we may assume that $A$ is closed. We can write for every $A \in \mathbb{C}$ on $D$

[^137]\[

$$
\begin{aligned}
A= & \frac{1}{4}\left\{\left(I+A^{\dagger}\right)(I+A)-\left(I-A^{\dagger}\right)(I-A)\right. \\
& \left.+i\left(I+i A^{\dagger}\right)(I-i A)-i\left(I-i A^{\dagger}\right)(I+i A)\right\}
\end{aligned}
$$
\]

as a linear combination of four self-adjoint operators, ${ }^{28}$ which on the other hand are uniquely determined by $A$ on $D$. The families of finite projections of these self-adjoint operators build up an algebra $Q_{s}$ the uniform closure of which is $\kappa$.

As was shown in Ref. 27 we have $a_{0}^{\prime}=a^{\prime}$. Since $\mathcal{K}$ is the uniform closure of $Q_{z}$ we have $Q_{t}^{\prime}=\mathcal{K}^{\prime}$ too, so that $\mathbb{Q}_{:}^{\prime \prime}=\mathscr{K}^{\prime \prime}$.

[^138]
# Some Exact Solutions of the Field Equations of General Relativity* 

M. Misra<br>Department of Physics, Temple University, Philadelphia, Pennsylvania

(Received 10 May 1965)


#### Abstract

A method for generating nonstatic solutions of the Einstein-Maxwell field equations in vacuo from nonstatic solutions of the empty space-time field equations is given. It is shown that under certain conditions one of the metrics under investigation admits algebraically degenerate vacuum solutions. The necessary and sufficient condition in order that the vacuum solutions for this metrie be of type null is obtained. Some exact solutions are listed.


## 1. INTRODUCTION

IN the General Theory of Relativity a method for constructing (i) a stationary external solution, and (ii) a stationary internal solution, has been given by Ehlers. ${ }^{1}$ Subsequently Bonnor ${ }^{2}$ has given a method for constructing solutions of the EinsteinMaxwell field equations in vacuo from static solutions of the empty space-time field equations. The method works because of the fact that the two sets of field equations for the two metrics reduce to the same set of partial differential equations if the metric potentials in the two cases have functional relationships and the electromagnetic field tensor satisfies certain conditions. Thus knowing a set of solutions of these equations one can write down solutions for the two systems of field equations. Although in a sense one is generating both types of solutions at the same time one talks of generating one system from known solutions of the other because of the functional dependence of the metrics.

The object of the present investigation is to show that nonstatic solutions of the Einstein-Maxwell field equations in vacuo can be constructed from nonstatic solutions of the empty space-time field equations. It is shown that under certain conditions one of the metrics under investigation admits vacuum solutions which are algebraically degenerate according to the Pirani-Petrov classification. ${ }^{3}$ Also the necessary and sufficient condition in order that the vacuum solutions for this metric be of the null type according to the Pirani-Petrov classification is obtained. A solution satisfying these conditions is obtained and it is found to be a solution

[^139]representing plane gravitational waves. The corresponding solution representing plane electromagnetic waves is also given.

## 2. PRELIMINARIES

We shall be concerned with the following two metrics:

$$
\begin{align*}
& d s^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta}=e^{2 W} d^{*} s^{2}-\bar{e}^{2 W}\left(d x^{3}\right)^{2},  \tag{2.1}\\
& d \bar{s}^{2}=\bar{g}_{\alpha \beta} d x^{\alpha} d x^{\beta}=e^{2 P} d^{*} s^{2}-\bar{e}^{2 P}\left(d x^{3}\right)^{2}, \tag{2.2}
\end{align*}
$$

together with the auxiliary metric

$$
\begin{equation*}
d^{*} s^{2}={ }^{*} g_{i j} d x^{i} d x^{i}, \tag{2.3}
\end{equation*}
$$

where $W, P$, and ${ }^{*} g_{i j}$ are functions of $x^{i}$ only.
Throughout the paper Greek indices take the values $1,2,3,4$ and Latin indices take the values $1,2,4$. The metric (2.3) is supposed to be that of an indefinite $V_{3}$. It is worth pointing out here that the metrics (2.1) and (2.2) are related to the corresponding metrics used by Bonnor by the complex transformation $x^{3} \rightarrow i X^{4}$, and $x^{4} \rightarrow i X^{3}$. The importance of this transformation is well known in the study of axially symmetric fields.
The Ricci tensors corresponding to the metrics (2.1), (2.2), and (2.3) will be denoted by $R_{\alpha \beta}, \bar{R}_{\alpha \beta}$ and ${ }^{*} R_{i j}$, respectively. Also a semicolon denotes covariant differentiation with respect to (2.3) and a stroke denotes covariant differentiation with respect to (2.2).

## 3. THE FIELD EQUATIONS

Consider an electromagnetic field tensor $F_{a \beta}$. We propose to establish a correspondence between $P$ and $W$ with some conditions on $F_{\alpha \beta}$ so that the field equations in the following two cases:
(i) $\bar{g}_{\alpha \beta}$ and $F_{\alpha \beta}$ satisfy the Einstein-Maxwell field equations in vacuo:

$$
\begin{gather*}
\bar{R}_{\alpha \beta}=-8 \pi E_{\alpha \beta},  \tag{3.1}\\
E_{\alpha}^{\beta}=-F_{\alpha \sigma} F^{\beta \sigma}+\frac{1}{4} \bar{g}_{\alpha}^{\beta} F_{\sigma,} F^{\sigma \epsilon}, \tag{3.2}
\end{gather*}
$$

$$
\begin{gather*}
F_{\alpha \beta \mid \gamma}+F_{\beta \gamma \mid \alpha}+F_{\gamma \alpha \mid \beta}=0,  \tag{3.3}\\
F^{\alpha \beta}=0, \tag{3.4}
\end{gather*}
$$

and
(ii) $g_{\alpha \beta}$ satisfy the field equations for empty space-time:

$$
\begin{equation*}
R_{\alpha \beta}=0 \tag{3.5}
\end{equation*}
$$

reduce to the same set of partial differential equations.

A simple calculation shows ${ }^{4}$ that the EinsteinMaxwell field equations (3.1), (3.2), (3.3), and (3.4) for the metric (2.2) reduce to

$$
\begin{gather*}
* R_{i j}+2 W_{; i} W_{i j}=0  \tag{3.6}\\
* g^{i j} W_{; i j}=0 \tag{3.7}
\end{gather*}
$$

if $P$ and $W$ are related by

$$
\begin{equation*}
e^{2 P}=\left(1 / a^{2}\right) \cosh ^{2} W \tag{3.8}
\end{equation*}
$$

and $F_{\alpha \beta}$ is given by

$$
\begin{align*}
& F_{3 i}=\left[a /(4 \pi)^{\frac{1}{2}}\right] \operatorname{sech}^{2} W \cdot W_{i i}  \tag{3.9}\\
& F_{12}=F_{14}=F_{24}=0 \tag{3.10}
\end{align*}
$$

$a$ being a certain positive constant.
It can be shown that (3.7) follows from the contracted Bianchi identities for ${ }^{*} R_{i i}$. Hence the problem of solving the Einstein-Maxwell field equations in vacuo under the conditions stated above reduces to that of solving Eqs. (3.6).

Equations (3.6) are precisely the conditions that

$$
R_{\alpha \beta}=0
$$

We are thus led to the result: $\bar{g}_{\alpha \beta}, F_{\alpha \beta}$ (or equivalently $P,{ }^{*} g_{i j}, F_{\alpha \beta}$ ) form a solution of Eqs. (3.1), (3.2), (3.3), and (3.4) if $P$ and $F_{\alpha \beta}$ are given by (3.8), (3.9), and (3.10) and Eqs. (3.6) are satisfied.

Since the system of Eqs. (3.6) is equivalent to (3.5) and thus the solutions of (3.6) determine the empty space-time metric (2.1) completely, we are generating solutions of the Einstein-Maxwell field equations in vacuo under certain conditions for the metric (2.2) from the corresponding solutions of the empty space-time field equations for the metric (2.1).

The geometrical significance of Eqs. (3.6) is that ${ }^{*} R_{i j}$ has one simple eigenvector $W^{i}$ with the eigenvalue $2 W_{i ;} W_{i}^{i}$ and an eigen 2 -space $W=$ const with eigenvalue 0 .
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## 4. SOME GENERAL CONSIDERATIONS

In this section we study some properties of the curvature tensor for the vacuum solutions corresponding to the metric (2.1).

The three-dimensional curvature tensor for the metric (2.3) is given by ${ }^{5}$

$$
\begin{array}{r}
* R_{i k l n}={ }^{*} g_{i n}{ }^{*} R_{k l}-{ }^{*} g_{k n}{ }^{*} R_{i l}+{ }^{*} g_{k l}{ }^{*} R_{i n}-* g_{i l}{ }^{*} R_{k n} \\
 \tag{4.1}\\
-\frac{1}{2}\left({ }^{*} g_{i n}{ }^{*} g_{h l}-{ }^{*} g_{k n}{ }^{*} g_{i l}\right)^{*} R, \quad \text { (4.1) }
\end{array}
$$

which in view of (3.6) can be written as

$$
\begin{equation*}
{ }^{*} R_{i k l n}=R_{i k p n}^{\prime} \mu^{p} \mu_{l}+R_{i k l D}^{\prime} \mu^{p} \mu_{n}-\frac{1}{2} R_{i k l n}^{\prime} \mu_{p} \mu^{\nu}, \tag{4.2}
\end{equation*}
$$

where

$$
\begin{align*}
& * R=* g^{i j} R_{i j}  \tag{4.3}\\
& \mu_{i}=(-2)^{\frac{1}{2}} W_{i i} \tag{4.4}
\end{align*}
$$

and

$$
\begin{equation*}
R_{i k i n}^{\prime}={ }^{*} g_{i n} * g_{k l}-* g_{k n}{ }^{*} g_{i l} \tag{4.5}
\end{equation*}
$$

It follows from (4.2) in view of the symmetry properties of $R^{\prime}{ }_{i k l n}$ that

$$
\begin{equation*}
* R_{i k l n} \mu^{n}=\left(\frac{1}{2} * R\right) R_{i k l n}^{\prime} \mu^{n} . \tag{4.6}
\end{equation*}
$$

Now if ${ }^{*} R_{i j}$ has vanishing trace we have

$$
\begin{equation*}
* R=+\mu_{i} \mu^{i}=0 \tag{4.7}
\end{equation*}
$$

so that $\mu_{i}$ is a null vector and we consequently have

$$
\begin{equation*}
* R_{i k i_{n} \mu^{n}}=0 . \tag{4.8}
\end{equation*}
$$

Now the nonvanishing components of the curvature tensor for the metric (2.1) are given by

$$
\begin{align*}
R_{h i j k}= & e^{2 W}\left[{ }^{*} R_{h i j k}+{ }^{*} g_{h k}\left(W_{: i j}-W_{; i} W_{; i}\right)\right. \\
& +{ }^{*} g_{i j}\left(W_{; h k}-W_{; k} W_{; h}\right) \\
& -{ }^{*} g_{h i}\left(W_{; i k}-W_{; i} W_{; k}\right) \\
& -{ }^{*} g_{i k}\left(W_{: h i}-W_{; h} W_{; i}\right) \\
& \left.+\left({ }^{*} g_{h k}{ }^{*} g_{i i}-{ }^{*} g_{h i}{ }^{*} g_{i k}\right) W_{; m} W_{i}^{m}\right], \tag{4.9}
\end{align*}
$$

and

$$
\begin{equation*}
R_{h 33 i}=\bar{e}^{2 W}\left[W_{: k i}-3 W_{; h} W_{: i}+{ }^{*} g_{h_{i}} W_{: k} W_{;}^{k}\right] \tag{4.10}
\end{equation*}
$$

where ${ }^{*} R_{h i j k}$ is given by (4.1).
It follows from (4.9) and (4.10) in view of (4.4), (4.7), and (4.8) that

$$
\begin{equation*}
R_{h i j k} W_{;}^{i} W_{:}^{k}=0, \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{k 33 i} W_{:}^{i}=0 \tag{4.12}
\end{equation*}
$$ $\quad 5$ P. G. Bergmann, Introduction to the Theory of Relativity

(Prentice Hall, 1942), p. 173.

Hence we obviously have

$$
\begin{equation*}
W_{i \mid \varepsilon} R_{\alpha \mid \beta_{\gamma} \delta} W_{;}^{\beta} W_{i}^{\delta}=0 . \tag{4.13}
\end{equation*}
$$

It follows therefore that all vacuum solutions of (2.1) are algebraically degenerate according to the Pirani-Petrov classification (see, for instance, Pirani ${ }^{3}$ where detailed references will be found) $W_{; k}$ being a multiple Debever-Penrose vector. It also follows from the Goldberg Sachs ${ }^{6}$ Theorem that the null vector field $W_{; k}$ is not only geodesic but shear-free.

It is easy to see that the curvature tensor for (2.1) satisfies

$$
\begin{equation*}
R_{\alpha \beta \gamma \delta} W_{:}^{\delta}=0 \tag{4.14}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
W_{i} ; W_{; h i}-W_{; h} W_{: i j}=0 \tag{4.15}
\end{equation*}
$$

Thus the necessary and sufficient condition that the vacuum solutions of (2.1) be of type null according to the Pirani-Petrov classification ${ }^{3}$ is given by (4.15). It may be noted here that the Eqs. (4.7) which can also be written as

$$
\begin{equation*}
W_{i} ; W_{;}{ }^{i}=0 \tag{4.16}
\end{equation*}
$$

and (4.15) are independent. Thus it should be possible to find solutions of (3.6) which satisfy (4.16) but not (4.15). Such solutions will not represent plane gravitational waves. A class of solutions which do satisfy (4.15) and (4.16) is given in Sec. 5.

The conditions (4.15) can also be put in the following equivalent forms:

$$
\begin{equation*}
\left(W_{: k} / W_{; i}\right)_{; i}=0, \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
* R_{h k} * R_{i k ; j}-* R_{i k} * R_{h k ; j}=0 \tag{4.18}
\end{equation*}
$$

which is possible because the vector $W_{: i}$ is supposed to be nonzero. Otherwise if $W_{;}$were a zero vector then the Ricci tensor for (2.3) would vanish and consequently (2.3) would be a flat metric, which is of no interest here.

The immediate interpretation of (4.17) is that the quantities ( $W_{; h} / W_{i i}$ ) are covariant constant. These hold identically if $h=i$, which is to be expected since (4.15) is antisymmetric in $h$ and $i$. We are thus left with the case when $h \neq i$. We have in general three of these quantities of which only two are independent and satisfy six equations. These equations involve ${ }^{*} g_{i i}$ and $W$ and therefore are rather complicated. The conditions (4.18) although quadratic in the Ricci tensor for (2.3) and therefore highly nonlinear have only one advantage over the conditions (4.17). These involve only the ${ }^{*} g_{i j}$.
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## 5. SOLUTIONS

(i) Some exact solutions of (3.6) were obtained by the author ${ }^{4}$ by assuming the metric (2.3) to be conformally flat so that

$$
\begin{equation*}
{ }^{*} g_{i j}=e^{2 \sigma} \eta_{i i} \tag{5.1}
\end{equation*}
$$

where $\sigma$ is a function of $x^{i}$ and $\eta_{i j}$ has its usual significance diag ( $-1,-1,+1$ ) and zero elsewhere.
Assuming further that $\sigma$ and $W$ are functions of $u$ where

$$
\begin{equation*}
u=\alpha_{i} x^{i} \tag{5.2}
\end{equation*}
$$

$\alpha_{i}$ being constants which satisfy

$$
\begin{equation*}
\eta^{i j} \alpha_{i} \alpha_{j}=0 \tag{5.3}
\end{equation*}
$$

the solution obtained is

$$
\begin{align*}
\sigma & =-\log \varphi  \tag{5.4}\\
W & =\int\left[\frac{1}{2 \varphi} \frac{d^{2} \varphi}{d u^{2}}\right]^{\frac{1}{2}} d u+\text { const }
\end{align*}
$$

$\varphi$ being an arbitrary function of $u$.
This solution satisfies all the conditions for plane gravitational waves as obtained by various workers. Also the corresponding solution of the EinsteinMaxwell field equations in vacuo is given by

$$
\begin{gather*}
e^{2 P}=\frac{1}{a^{2}} \cosh ^{2} W, \quad W=\int\left[\frac{1}{2 \varphi} \frac{d^{2} \varphi}{d u^{2}}\right]^{\frac{1}{2}} d u+\text { const }, \\
F_{3 i}=(4 \pi)^{-\frac{1}{2}} a \operatorname{sech}^{2} W \cdot W_{i i}, \quad F_{12}=F_{14}=F_{24}=0, \\
{ }^{*} g_{i i}=\varphi^{-2} \eta_{i i}, \quad u=\alpha_{i} x^{i}, \quad \eta^{i i} \alpha_{i} \alpha_{i}=0 . \tag{5.5}
\end{gather*}
$$

This gives a class of solutions representing plane electromagnetic waves in vacuo.
(ii) If instead of assuming (2.3) to be conformally flat, we simply assume that it is conformal to another metric

$$
\begin{equation*}
{ }^{*} g_{i j}=e^{2 \sigma} \tilde{g}_{i j} \tag{5.6}
\end{equation*}
$$

and denote by an overhead $\sim$ all quantities defined with respect to $\tilde{g}_{i j}$, then (3.6) gives

$$
\begin{align*}
\bar{R}_{i j} & +\sigma_{, i i}-\sigma_{, i} \sigma_{, i} \\
& +\tilde{g}_{i i} \tilde{g}^{k m}\left(\sigma_{, k m}+\sigma_{, k} \sigma_{, m}\right)=-2 W_{; i} W_{: i} \tag{5.7}
\end{align*}
$$

where a comma denotes covariant derivative with respect to $\tilde{g}_{i j}$.

The substitution

$$
\begin{equation*}
W=\sigma \tag{5.8}
\end{equation*}
$$

leads to

$$
\begin{align*}
\tilde{R}_{i i}+\sigma_{, i i}+ & \sigma_{, i} \sigma_{. i} \\
& +\tilde{g}_{i i} \tilde{g}^{k m}\left(\sigma_{. k m}+\sigma_{. k} \sigma_{. m}\right)=0 \tag{5.9}
\end{align*}
$$

which on contraction gives

$$
\begin{equation*}
\tilde{R}+4 \tilde{g}^{i j}\left(\sigma_{, i i}+\sigma_{, i} \sigma_{, i}\right)=0 . \tag{5.10}
\end{equation*}
$$

From (5.9) and (5.10) it follows that

$$
\begin{equation*}
\bar{R}_{i j}+\sigma_{. i j}+\sigma_{, i} \sigma_{, i}-(\tilde{R} / 4) \tilde{g}_{i j}=0 \tag{5.11}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
U_{. i i}+\left[\tilde{R}_{i i}-(\tilde{R} / 4) \tilde{g}_{i i}\right] U=0 \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=\log U \tag{5.13}
\end{equation*}
$$

Equations (5.12) are a system of six partial differential equations for determining $\tilde{g}_{i j}$ and $U$ in all four functions. Since the three contracted Bianchi identities for $\tilde{R}_{i i}$ reduce to only one independent equation, Eq. (3.7), we have five equations in four unknowns.

The important point to be noted here is that Eqs. (5.12) are linear in $U$-a situation which exists only in the axially symmetric case.

The simplest solution of (5.12) is

$$
\begin{align*}
\tilde{g}_{i i} & =\eta_{i i}  \tag{5.14}\\
U & =\beta_{i} x^{i},
\end{align*}
$$

with $\beta_{i}$ arbitrary constants.
While it appears that ${ }^{*} g_{i j}$ and $W$ for this solution are functions of three variables, that is not the case. By a suitable rotation of the axes it can be shown that ${ }^{*} g_{i i}$ and $W$ are functions of only one variable.

If we try to solve (5.12) by putting

$$
\begin{equation*}
\tilde{R}_{i j}-(\tilde{R} / 4) \tilde{g}_{i j}=0 \tag{5.15}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\tilde{R}_{n i j k}=0, \tag{5.16}
\end{equation*}
$$

and consequently we are led back to the solution (5.14) already given.
(iii) If we try to solve Eq. (3.6) by assuming that ${ }^{*} R_{i j}$ is recurrent, i.e.,

$$
\begin{equation*}
{ }^{*} R_{i j ; k}=\theta_{k} R_{i j} \tag{5.17}
\end{equation*}
$$

where $\theta_{k}$ is an arbitrary gradient vector, we have

$$
\begin{equation*}
W_{; i k} W_{: i}+W_{; i} W_{; i k}=\theta_{k} W_{i ;} W_{: i}, \tag{5.18}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
W_{: i k}=W_{; i} V_{; k}, \tag{5.19}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{i k}=-\frac{1}{2}\left[\log \left(W_{; ;} W_{;}^{i}\right)\right]_{; k}+\theta_{k} \tag{5.20}
\end{equation*}
$$

and we have assumed that $W_{i i}$ is a nonnull vector. It follows that $W_{i}$ is itself a recurrent vector.

Thus the necessary and sufficient condition in order that ${ }^{*} R_{i ;}$ be recurrent is that $W_{i}$ be a recurrent vector.

Now since

$$
\begin{equation*}
\theta_{k}=* R_{i k} \tag{5.21}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
V_{: k}=\left[{ }^{*} R-\frac{1}{2} \log \left(W_{; ;} W_{;}^{i}\right)\right]_{; k} \tag{5.22}
\end{equation*}
$$

it follows that

$$
\begin{align*}
W_{: i k l}-W_{: i l k} & =W_{i: i l} V_{i k}+W_{; i} V_{; k l} \\
& \quad-W_{; i k} V_{; l}-W_{; i} V_{; i k}=0, \tag{5.23}
\end{align*}
$$

in view of (5.19). Hence

$$
\begin{equation*}
{ }^{*} R_{h i j k}=0 . \tag{5.24}
\end{equation*}
$$

Consequently from (3.6) it follows that

$$
\begin{equation*}
W_{; i}=0 \tag{5.25}
\end{equation*}
$$

so that $W$ is a constant. This solution is obviously trivial. This result is true whatever the dimensions of space so long as the Ricci tensor satisfies (3.6).
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#### Abstract

The Lehmann-Symanzik-Zimmermann (LSZ) formalism is used as a calculational method to obtain an equation for the determination of the $V+N$ potential energy in a slightly modified Lee model. This approach to the problem is compared with the standard eigenvalue technique and the dispersion theory treatment. It is found that an exact solution to the $V N-2 N \theta$ sector can be obtained with one algebraic equation and this evidence gives additional support to the desirability of the LSZ method as a calculational tool for the model.


## I. INTRODUCTION

IT has recently been shown by Maxon and Curtis ${ }^{1}$ that the Lehmann-Symanzik-Zimmermann ${ }^{2}$ (henceforth called LSZ) formalism can be used to calculate the quantities of interest in the first nontrivial sector of the Lee model. ${ }^{3}$ As is well known, these are the elastic $N+\theta$ scattering amplitude, the $V$-particle self-energy and the wavefunction renormalization constant. The solution of the $V-N \theta$ sector is also obtainable with simple, straightforward eigenvalue equations ${ }^{3}$ and with the methods of dispersion theory. ${ }^{4,5}$ Using the latter technique, Amado ${ }^{6}$ has extended the exactly solved part of the model to include both the $V+\theta \rightarrow V+\theta$ elastic scattering and the production process $V+\theta \rightarrow N+2 \theta$.

In addition to these transition amplitudes and renormalization constants, it has also been shown that dispersion methods ${ }^{7}$ can be used to calculate two simultaneous algebraic equations for the vertex functions ${ }^{8} \Gamma=\langle V| f_{N}|B\rangle$ and $\Gamma^{\prime}=\langle N| f_{V}|B\rangle$, which yield an equation for the determination of the $V+N$ potential energy in agreement with that derived by direct methods. ${ }^{9}$ In this paper, as in Ref. 1, we are interested in demonstrating the usefulness of the LSZ formalism as a calculational technique. For this purpose, we investigate the

[^142]$V N-2 N \theta$ sector of a slightly modified Lee model and show that the LSZ approach solves the $V+N$ problem and the $2 N+\theta$ scattering with one algebraic equation. We see that the binding energy equation is obtained by studying the analytic structure of the $V+N$ propagator and the scattering amplitude then follows.

It will be recalled that the model field theory under consideration here describes the coupling of two heavy fermions $V$ and $N$ with a relativistic boson $\theta$, such that the only virtual elementary process allowed by the selection rules is $V \rightleftarrows N+\theta$. In order to simplify the procedure in our investigation, we conveniently set the $V+N$ separation parameter equal to zero and require that all field operatiors satisfy commutation relations. It is readily verified that the latter modification does not alter the classical results for the mass and wavefunction renormalizations. In Sec. II we briefly comment on the formal structure of the model and summarize the $V+N$ problem from the point of view of dispersion theory and standard techniques. Section III will then present the LSZ approach by introducing the appropriate $\tau$ functions ${ }^{10}$ and their Matthew-Salam equations. ${ }^{11}$

## II. $V N-2 N \theta$ SECTOR

The basic coupling $V \rightleftarrows N+\theta$ clearly indicates that the bare and physical $V$-particles do not coincide and that the self-energy effects are due to $N+\theta$ "bubbles." Therefore, the renormalized Hamiltonian is

$$
\begin{align*}
H= & m_{0} Z \psi_{v}^{\dagger} \psi_{v}+m \psi_{N}^{\dagger} \psi_{N} \\
& +\sum_{k} \omega a_{k}^{\dagger} a_{k}+g \psi_{v}^{\dagger} \psi_{v} A+g A^{\dagger} \psi_{N}^{\dagger} \psi_{V} \tag{1}
\end{align*}
$$

[^143]where
$A=\sum_{k} \frac{f(\omega)}{(2 \omega)^{\frac{1}{2}}} a_{k}, \quad \omega=\left(k^{2}+\mu^{2}\right)^{\frac{1}{2}}, \quad m_{0}=m+\delta m$.

The cutoff function $f(\omega)$ assures the convergence of all integrals and the renormalized coupling constant $g$ is less than its critical value. $\psi_{V}$ is the renormalized $V$-particle operator and $Z$ is a renormalization constant. We are quantizing in a box of unit volume and for convenience the heavy particles have equal mass $m$. The nonvanishing commutators are
$\left[a_{k}, a_{k^{\prime}}^{\dagger}\right]=\delta_{k k^{\prime}},\left[\psi_{N}, \psi_{N}^{\dagger}\right]=1,\left[\psi_{V}, \psi_{V}^{\dagger}\right]=Z^{-1}$.
The Lee model literature now contains three independent derivations ${ }^{1,3,5}$ of the mass and wavefunction renormalization constants and these are known to be

$$
\begin{align*}
\delta m & =\frac{g^{2}}{2 Z} \sum_{k} \frac{f^{2}(\omega)}{\omega^{2}}  \tag{4}\\
Z & =1-\frac{g^{2}}{2} \sum_{k} \frac{f^{2}(\omega)}{\omega^{3}} \tag{5}
\end{align*}
$$

where it is required that $\langle 0| \psi_{V}|V\rangle=1$. From the selection rules we know that $|B\rangle$ is a superposition of two states. One of these is the bare $V+N$ state and the other is the bare $2 N+\theta_{k}$ multiplied by a momentum space wavefunction $\varphi(k)$ and summed over $k$. Calling the eigenvalue of the state $|B\rangle W_{B}=$ $2 m+\omega_{B}$ where $\omega_{B}<\mu$, and using (1)-(3), we obtain

$$
\begin{align*}
\omega_{B} & =\delta m+g\left(\frac{2}{Z}\right)^{\frac{1}{2}} \sum_{k} \frac{f(\omega) \varphi(k)}{(2 \omega)^{\frac{1}{2}}},  \tag{6}\\
\left(\omega-\omega_{B}\right) \varphi(k) & =-g(2 / Z)^{\frac{3}{2}} f(\omega) /(2 \omega)^{\frac{1}{2}} . \tag{7}
\end{align*}
$$

Eliminating $\varphi(k)$ from (6) and (7) and using (4) and (5), we get the following equation for the determination of the eigenvalue $\omega_{B}$ as a function of the renormalized coupling constant:

$$
\begin{equation*}
F\left(\omega_{B}\right) \equiv 1+\beta\left(\omega_{B}\right)+\lambda\left(\omega_{B}\right)=0 \tag{8}
\end{equation*}
$$

where in general

$$
\begin{align*}
& \beta(\omega)=g^{2}\left(\frac{\omega}{2}\right) \sum_{k^{\prime}} \frac{f^{2}\left(\omega^{\prime}\right)}{\omega^{\prime 3}\left(\omega^{\prime}-\omega-i \epsilon\right)}  \tag{9}\\
& \lambda(\omega)=\frac{g^{2}}{2 \omega} \sum_{k^{\prime}} \frac{f^{2}\left(\omega^{\prime}\right)}{\omega^{\prime}\left(\omega^{\prime}-\omega-i \epsilon\right)} . \tag{10}
\end{align*}
$$

Since the fermion source has no recoil, we can interpret $\omega_{B}$ as the $V+N$ potential energy at zero separation. Equation (8) has been solved in Ref. 9 for the case of nonrelativistic $\theta$-particles with no cutoff and the conclusion is that $\omega_{B}$ is real and
single valued providing $g$ is less than its critical value.
In Ref. 7, the vertex functions $\Gamma$ and $\Gamma^{\prime}$ are chosen as a starting point for a dispersion theory derivation of (8). Contracting the $V$-particle in the former and the $N$-particle in the latter, we are led to consider ${ }^{12}$

$$
\begin{align*}
\Gamma & =i \int_{-\infty}^{\infty} e^{i m t}\langle 0|\left[f_{v}(t), f_{N}\right] \theta(t)|B\rangle d t  \tag{11}\\
\Gamma^{\prime} & =i \int_{-\infty}^{\infty} e^{i m t}\langle 0|\left[f_{N}(t), f_{V}\right] \theta(t)|B\rangle d t \tag{12}
\end{align*}
$$

The introduction of a complete set of intermediate states into each of these expressions reveals that both $\Gamma$ and $\Gamma^{\prime}$ are related to the vertex functions

$$
\begin{align*}
K(\omega) & =\left[(2 \omega)^{\frac{1}{2}} / f(\omega)\right]\langle 0| f_{V}\left|N \theta_{k}\right\rangle,  \tag{13a}\\
R(\omega) & =\left[(2 \omega)^{\frac{1}{2}} / f(\omega)\right]\left\langle N \theta_{k}\right| f_{N}|B\rangle . \tag{14a}
\end{align*}
$$

A dispersion theory treatment of these quantities next introduces the $N+\theta$ scattering amplitude as is clearly shown in Figs. 1 and 2. In this way,


Fig. 1. Dispersion graph for the vertex $\langle N \theta| f_{N}|B\rangle$.


Fig. 2. Dispersion graph for the vertex $\langle 0| f_{V}|N \theta\rangle$.
we are forced to solve singular integral equations of the Low or Ommes types for each of these functions, and the results for $K$ and $R$ are ${ }^{4,7}$

$$
\begin{align*}
K(\omega) & =-g[1+\beta(\omega)]^{-1}  \tag{13b}\\
R(\omega) & =-Z\left[(\Gamma / \omega Z)+\left(\Gamma^{\prime} / \omega_{B}\right)\right] K^{*}(\omega) \tag{14b}
\end{align*}
$$

where we have taken $\left|N \theta_{k}\right\rangle$ to mean "in" states. With these considerations, (11) and (12) can ultimately be written as

$$
\begin{align*}
\omega_{B} \Gamma & =\omega_{B} \Gamma\left(1-Z^{-1}\right)-\delta m \Gamma^{\prime}, \\
\omega_{B} \Gamma^{\prime} & =\omega_{B}\left(\Gamma+Z \Gamma^{\prime}\right)\left\{\left[1+\beta\left(\omega_{B}\right)\right]^{-1}-Z^{-1}\right\}-\delta m \Gamma^{\prime} \tag{16}
\end{align*}
$$

respectively. When we eliminate $\Gamma$ and $\Gamma^{\prime}$ from these equations, we are led to (6). The possibility of an exact solution in this case, as in other similar examples, ${ }^{4-6}$ is traced to the fact that we are dealing

[^144]with a finite set of coupled integral equations brought about by the selection rules.

## III. LSZ APPROACH

In this section we study the properties of the four $\tau$ functions associated with the graphs shown in Fig. 3. The $V+N$ propagator, the $V N-2 N \theta$

$\pi$

$\tau_{2}\left({ }^{7}{ }^{3}\right)$

${ }^{5} 4$

Fia. 3. Graphs corresponding to the $\tau$ functions in the $V N-2 N \theta$ sector.
vertex and the Green's function for $2 N+\theta$ scattering are described by $\tau_{1}, \tau_{2}\left(\tau_{3}\right)$, and $\tau_{4}$, respectively, where these quantities are defined by the timeordered products.

$$
\begin{align*}
\tau_{1}(s)= & \langle 0| T\left[\psi_{V}(s) \psi_{N}(s) \psi_{N}^{\dagger}(0) \psi_{V}^{\dagger}(0)\right]|0\rangle,  \tag{17a}\\
\tau_{2}(s ; \omega)= & {\left[(2 \omega)^{\frac{7}{2}} f f(\omega)\right] } \\
& \times\langle 0| T\left[\psi_{N}(s) \psi_{N}(s) a_{k}(s) \psi_{N}^{\dagger} \psi_{V}^{\dagger}\right]|0\rangle,
\end{align*}
$$

$$
\begin{equation*}
\tau_{3}(s ; \omega)=\left[(2 \omega)^{\frac{1}{2}} / f(\omega)\right]\langle 0| T\left[\psi_{v}(s) \psi_{N}(s) \psi_{N}^{\dagger} \psi_{N}^{\dagger} a_{k}^{\dagger}\right]|0\rangle, \tag{17b}
\end{equation*}
$$

$$
\begin{align*}
\tau_{4}\left(s ; \omega, \omega^{\prime}\right)= & {\left[\left(4 \omega \omega^{\prime}\right)^{\frac{1}{2}} / f(\omega) f\left(\omega^{\prime}\right)\right] }  \tag{17c}\\
& \times\langle 0| T\left[\psi_{N}(s) \psi_{N}(s) a_{k}(s) a_{k^{\prime}}^{\dagger} \psi_{N}^{\dagger} \psi_{N}^{\dagger}\right]|0\rangle \tag{17d}
\end{align*}
$$

where $s=t^{\prime}-t$. The field equations

$$
\begin{align*}
Z\left(i d / d t-m_{0}\right) \psi_{V}(t) & =g \psi_{N}(t) A(t)  \tag{18a}\\
(i d / d t-m) \psi_{N}(t) & =g A^{\dagger}(t) \psi_{v}(t)  \tag{18b}\\
(i d / d t-\omega) a_{k}(t) & =g(2 \omega)^{-\frac{1}{2}} f(\omega) \psi_{N}^{\dagger}(t) \psi_{V}(t), \tag{18c}
\end{align*}
$$

together with the equal time commutators (3) give the Matthew-Salam equations

$$
\begin{align*}
& Z\left(i d / d s-m_{0}-m\right) \tau_{1}(s) \\
& \quad=i \delta(s)+g \sum_{k} \frac{f^{2}(\omega)}{2 \omega} \tau_{2}(s ; \omega),  \tag{19a}\\
& (i d / d s-2 m-\omega) \tau_{2}(s ; \omega)=2 g \tau_{1}(s),  \tag{19b}\\
& (i d / d s-2 m-\omega) \tau_{3}(s ; \omega)=2 g \tau_{1}(s),  \tag{19c}\\
& (i d / d s-2 m-\omega) \tau_{4}\left(s ; \omega, \omega^{\prime}\right) \\
& =4 i \omega \delta(s) \delta_{k k^{\prime}} / f^{2}(\omega)+2 g \tau_{3}\left(s ; \omega^{\prime}\right) . \tag{19d}
\end{align*}
$$

An equivalent equation for $\tau_{4}$ is

$$
\begin{align*}
(i d / d s- & \left.2 m-\omega^{\prime}\right) \tau_{4}\left(s ; \omega, \omega^{\prime}\right) \\
& =4 i \omega \delta(s) \delta_{k k^{\prime}} / f^{2}(\omega)+2 g \tau_{2}(s ; \omega) \tag{19e}
\end{align*}
$$

Since $\tau_{2}(o ; \omega)=\tau_{3}(o ; \omega)$ and $\tau_{4}\left(o ; \omega, \omega^{\prime}\right)=\tau_{4}\left(o ; \omega^{\prime}, \omega\right)$, it is clear from the above equations that $\tau_{2}(s ; \omega)=$ $\tau_{3}(s ; \omega)$ and that $\tau_{4}\left(s ; \omega, \omega^{\prime}\right)$ is symmetric under the interchange of $\omega$ and $\omega^{\prime}$. This symmetry corresponds to an interchange of the two $\theta$-particles in Fig. 3.

Introducing the Fourier representations
$\tau_{\alpha}\left(s ; \omega, \omega^{\prime}\right)=\frac{i}{2 \pi} \int_{-\infty}^{\infty} d W e^{-i W_{s}} \hat{\tau}_{\alpha}\left(W ; \omega, \omega^{\prime}\right)$,
$\hat{\tau}_{\alpha}\left(W ; \omega, \omega^{\prime}\right)=\frac{1}{i} \int_{-\infty}^{\infty} d s e^{i W_{s}} \tau_{\alpha}\left(s ; \omega, \omega^{\prime}\right)$,
we immediately obtain

$$
\begin{equation*}
\left(W-m_{0}-m\right) \hat{\tau}_{1}(W)=\frac{1}{Z}+\frac{g}{Z} \sum_{k} \frac{f^{2}(\omega)}{2 \omega} \hat{\tau}_{2}(W ; \omega), \tag{21a}
\end{equation*}
$$

$$
\begin{equation*}
(W-2 m-\omega) \hat{\tau}_{2}(W ; \omega)=2 g \hat{\tau}_{1}(W) \tag{21b}
\end{equation*}
$$

$$
\begin{align*}
& (W-2 m-\omega) \hat{\tau}_{4}\left(W ; \omega, \omega^{\prime}\right) \\
& \quad=4 \omega \delta_{k k^{\prime}} / f^{2}(\omega)+2 g \hat{\tau}_{3}\left(W ; \omega^{\prime}\right) . \tag{21c}
\end{align*}
$$

It is obvious from the structure of these equations that the sector is solved since $\hat{\tau}_{2}(W, \omega)$ can be expressed in terms of $\hat{\tau}_{1}(W)$ by (21b) and the latter quantity can subsequently be removed from the sum in (21a) and combined with the left-hand side. In fact, we have

$$
\begin{align*}
\hat{\tau}_{2}(W ; \omega) & =2 g \lim _{\epsilon \rightarrow+\infty} \frac{\hat{\tau}_{1}(W)}{W-2 m-\omega+i_{\epsilon}}  \tag{22}\\
\hat{\tau}_{1}(W) & =(W-2 m)^{-1} F^{-1}(W-2 m) . \tag{23}
\end{align*}
$$

In order to obtain (8), it is necessary to consider the analytic properties of the $V+N$ propagator, $\hat{\tau}_{1}(W)$. To this end, we put $\tau_{1}(s)$ into (20b) and insert a complete set of intermediate states which in this sector are the physical state $|B\rangle$ and the $2 N+\theta$ scattering states. A simple calculation gives
$\hat{\tau}_{1}(W)=\frac{\left|Z_{B}\right|^{2} / Z}{W-W_{B}+i \epsilon}+\sum_{k} \frac{\left.\left|\langle 0| \psi_{V} \psi_{N}\right| 2 N \theta_{k}\right\rangle\left.\right|^{2}}{W-2 m-\omega+i \epsilon}$,
where $Z_{B}$ is the normalization constant for the state $|B\rangle$. Requiring that the denominator in (23) vanish at the simple pole $W=W_{B}$, we thus arrive at the desired result. To determine $\left|Z_{B}\right|^{2}$ we evaluate the residue of $\hat{\tau}_{1}(W)$ at the pole and obtain

$$
\left|Z_{B}\right|^{2}=\left[1+\frac{g^{2}}{Z} \sum_{k} \frac{f^{2}(\omega)}{\omega\left(\omega-\omega_{B}\right)^{2}}\right]^{-1} .
$$

The LSZ approach solves the $V+N$ problem with one algebraic equation and this is considerably simpler than the dispersion analysis. At this point we collect the $\hat{\tau}$ functions

$$
\begin{align*}
& \quad \hat{\tau}_{1}(W)=(W-2 m)^{-1} F^{-1}(W-2 m),  \tag{25a}\\
& \hat{\tau}_{2}(W ; \omega)=\hat{\tau}_{3}(W ; \omega) \\
& =2 g(W-2 m)^{-1} F^{-1}(W-2 m)(W-2 m-\omega)^{-1},
\end{align*}
$$

$$
\begin{align*}
& \hat{\tau}_{4}\left(W ; \omega, \omega^{\prime}\right)=\left[4 \omega \delta_{k k^{\prime}} / f^{2}(\omega)\right](W-2 m-\omega)^{-1}  \tag{25b}\\
& \quad+4 g^{2}(W-2 m)^{-1} F^{-1}(W-2 m) \\
& \quad \times(W-2 m-\omega)^{-1}\left(W-2 m-\omega^{\prime}\right)^{-1} . \tag{25c}
\end{align*}
$$

To obtain the $2 N+\theta$ scattering amplitude, we introduce the $S$-matrix element

$$
\begin{equation*}
S=\left\langle 2 N \theta_{k^{\prime}}^{(-)} \mid 2 N \theta_{k}^{(+)}\right\rangle, \tag{26}
\end{equation*}
$$

where the "plus" and "minus" refer to the "in" and "out" states, respectively. We proceed directly to the completely contracted form of $S$ and write it as

$$
\begin{align*}
S= & \delta_{k k}, \frac{f(\omega) f\left(\omega^{\prime}\right)}{2\left(4 \omega \omega^{\prime}\right)^{\frac{k}{2}}} \int_{-\infty}^{\infty} d t^{\prime} \\
& \times \int_{-\infty}^{\infty} d t e^{i\left(2 m+\omega^{\prime}\right) t^{\prime}} \vec{D}\left(t^{\prime}\right) \tau_{4}\left(t^{\prime}, t\right) \overleftarrow{D}^{*}(t) e^{-i(2 m+\omega) t} \tag{27}
\end{align*}
$$

where

$$
D(t)=(i d / d t-2 m-\omega) .
$$

Replacing $\tau_{4}\left(t^{\prime}, t\right)=\tau_{4}(s)$ by its Fourier representation (20a) and carrying out the differentiations and integrations in (27), we get, with (25c),
$S=\delta_{k k^{\prime}}-4 \pi i g^{2} \delta\left(\omega-\omega^{\prime}\right)\left[f(\omega) f\left(\omega^{\prime}\right) /\left(4 \omega \omega^{\prime}\right)^{\prime}\right][\omega F(\omega)]^{-1}$.

It is clear that the scattering amplitude has a pole at the unphysical value of the energy $\omega=\omega_{B}$. In the language of dispersion theory this is, of course, a bound-state pole and it enters because the discrete state $|B\rangle$ has the same quantum numbers as the $2 N+\theta$ scattering state. It is also possible to obtain (28) with the methods of dispersion theory and eigenvalue equations.

## IV. CONCLUDING REMARKS

We have seen that the LSZ formalism can be used to obtain an equation for the determination of the $V+N$ potential energy and, in fact, solve the entire $V N-2 N \theta$ sector of a slightly modified Lee model. With this approach it would not be very difficult to extend these considerations to the $V+n N(n>1)$ potential which has been solved by the eigenvalue technique, ${ }^{13}$ but, on the other hand, is rather unyielding to the methods of dispersion theory.

We can also think of using the LSZ approach for the two $V$ problem which has not been exactly solved with an eigenvalue equation ${ }^{14}$ and seems hopelessly complicated from the dispersion-theory point of view. A zero separation of the two $V$-particles would be invoked as in the $V+N$ case, and the appropriate $\tau$-functions would be those associated with the graphs shown in Fig. 4, namely, the


Fig. 4. Graphs corresponding to the $\tau$ functions that would be required in the $V V^{-}-V N \theta-2 N 2 \theta$ sector.
$V+V$ propagator, the $V V-V N \theta$ vertex, the $V V-2 N 2 \theta$ vertex, the Green's function for elastic $V+N \theta \rightarrow V+N \theta$ scattering, the production process $V+N+\theta \rightarrow 2 N+2 \theta$ and the Green's function for $2 N+2 \theta$ scattering. The LSZ method should be especially helpful here since the symmetry properties of the $\tau$ functions would be immediately obvious from the Matthew-Salam equations as is the case with the $V-N \theta$ and $V N-2 N \theta$ sectors. The two- $V$ problem is presently under investigation.
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#### Abstract

The effects on a certain family of representations of the commutation relations of the operatortranslations $a_{k} \rightarrow a_{k}+c_{k}, a_{k}^{*} \rightarrow a_{k}^{*}+c_{k}{ }^{*}$, are investigated. Here $a_{k}$ and $a_{k}{ }^{*}$ are the annihilation and creation operators of the representations, the $c_{k}$ are complex numbers (scalar operators), and the representations considered are the discrete representations described by Gårding and Wightman, and Schweber and Wightman, generalizations of the usual Fock representation. Necessary and sufficient conditions on the translations are obtained for the resultant representations to remain in the family of discrete representations, and the resultant translation groups are investigated for their relevant structure.


AFUNDAMENTAL problem in the quantum theory of fields is that of understanding the representations of the canonical commutation relations and the physical situations which they describe. This has been done in various ways by Gårding and Wightman, ${ }^{1}$ by Segal, ${ }^{2}$ and others.

An important matter in connection with the role various representations of the canonical commutation relations may play in the quantum theory of fields may be lumped under the general name of the implementation of the pseudo-canonical transformations by canonical transformations. (The term "pseudo-canonical" here being borrowed from Segal's paper cited above.) To explain this let us give an example investigated by Haag. ${ }^{3}$ Suppose that in some physical calculation the transformation scheme for the creation and annihilation operators
$a_{k} \rightarrow b_{k}=a_{k} \cosh \theta-a_{k}^{*} \sinh \theta$,
$a_{k}^{*} \rightarrow b_{k}^{*}=-a_{k} \sinh \theta+a_{k}^{*} \cosh \theta$,

$$
k=1,2,3, \cdots
$$

$\theta$ real, forces itself upon us. The operators $b_{k}$ and $b_{k}^{*}$ defined by the right-hand side of these equations satisfy the same commutation relations as do the operators $a_{k}$ and $a_{k}^{*}$, namely,

$$
\begin{array}{r}
{\left[b_{k}, b_{l}\right]=0, \quad\left[b_{k}^{*}, b_{l}^{*}\right]=0, \quad\left[b_{k}, b_{l}^{*}\right]=\delta_{k l},} \\
k, l=1,2,3, \cdots .
\end{array}
$$

The question now arises whether a unitary operator

* The present paper is included in a thesis submitted to Princeton University in partial fulfillment of the requirements for the degree of Doctor of Philosophy. Statements made here without proof are proved in the thesis.
$\dagger$ The results obtained in this paper were partly obtained while the author was a National Science Foundation Fellow at Princeton University.
${ }_{1}$ L. Gärding and A. S. Wightman, Proc. Natl. Acad. Sci. U. S. 40 (1954).
${ }^{2}$ I. E. Segal, Trans. Am. Math. Soc. 88 (1958).
${ }^{8}$ R. Haag, Kgl. Danske Videnskab. Selskab Mat.-Fys. Medd. 29, 12 (1955).
$U$ exists such that $b_{k}=U a_{k} U^{-1}, b_{k}^{*}=U a_{k}^{*} U^{-1}$, that is, whether this pseudo-canonical transformation (meaning that it preserves the commutation relations) is actually a canonical transformation on the operators. Otherwise said, we must know if we remain with the same representation of the commutation relations. In the above example it turns out that for the usual Fock no-particle representation of the annihilation and creation operators, $a_{k}$ and $a_{k}^{*}$, the derived representation has a no-particle state if and only if $\theta=0$. Such a consideration would rule out the use of the Fock representation in the theory. These pseudo-canonical transformations, when they appear, are usually intimately involved with the covariance of the physical laws in which they occur. As a very familiar example of this we have the relation satisfied by the Pauli matrices

$$
U(R) \sigma^{m} U^{-1}(R)=\sum_{n=1}^{3}\left(R^{-1}\right)_{n}^{m} \sigma^{n}, \quad m=1,2,3,
$$

where $R \rightarrow U(R)$ is the two-dimensional unitary ray representation, $D^{\frac{1}{4}}$, of the proper three-dimensional rotations. This relation is commonly used to prove that the Pauli equation for the spinning nonrelativistic electron is covariant under rotations. From our point of view the identity states that the pseudo-canonical transformations on the solutions $b^{m}=\sigma^{m}$ of the commutation relations
$\left[b_{r}, b_{s}\right]=2 i b_{t}, \quad r, s, t=1,2,3 \quad$ in cyclic order,
represented by the right-hand side of the identity may be implemented by the unitary equivalence appearing on the left-hand side.

Here we shall consider those pseudo-canonical transformations which may be written formally,
$a_{k} \rightarrow a_{k}+c_{k}, \quad a_{k}^{*} \rightarrow a_{k}^{*}+c_{k}^{*}, \quad k=1,2,3, \cdots$, for a particular class of representations of the canonical commutation relations

$$
\left[a_{r}, a_{s}\right]=0, \quad\left[a_{r}^{*}, a_{*}^{*}\right]=0, \quad\left[a_{r}, a_{*}^{*}\right]=\delta_{r}
$$

Here the $c_{k}$ are merely some sequence of complex numbers (scalar operators). The representations of the commutation relations which we consider will be what Schweber and Wightman ${ }^{4}$ term the discrete representations of the commutation relations. For the precise definition of these representations, the simplest generalization of the usual Fock space representation of the annihilation and creation operators, and the conditions under which they arise, we refer to Refs. 1 and 4.

We use the following notation: $E$ will be the set of all sequences ( $n_{1}, n_{2}, \cdots$ ) of nonnegative integers; the elements of $E$ will be the labels for the states of our system, indicating the occupation numbers for the single-particle states of our boson field in the usual interpretation. Using the construction in Ref. 2, we denote by $[m]$ the set of all sequences $t \in E$ whose entries differ from those of $m$ in at most a finite number of places, by $H[m]$ the corresponding Hilbert space of all complex sequences $\left\{c_{t}: t \in[m]\right\}$ indexed by the elements of $[m]$ such that

$$
\sum_{t \in\{m\}}\left|c_{t}\right|^{2}<\infty
$$

and by $R[m]$ the corresponding descrete representation of the commutation relation. Thus if $0=$ $(0,0,0, \cdots)$, then $H[0]$ and $R[0]$ are the Hilbert space and the usual Fock representation of the commutation relations. If $f_{t}, t \in[m]$ is the orthonormal basis for $H[m]$ corresponding to the sequence $c_{p}=0$ for $p \neq t, c_{t}=1$, then $R[m]$ is described by the equations

$$
\begin{aligned}
a_{k} f_{t} & =t_{k}^{\frac{1}{k}} f_{t-\delta_{k}} \\
a_{k}^{*} f_{t} & =\left(t_{k}+1\right)^{\frac{1}{3}} f_{t+\delta_{k}}, \quad k=1,2,3, \cdots,
\end{aligned}
$$

where $t_{k}$ is the $k$ th entry for the sequence $t$ and $t \pm \delta_{k}$ is $t$ with its $k$ th entry increased (decreased) by unity. To complete the definition of $R[m]$, we define the domain of $a_{k}$ to be those elements $\Phi \in H[m]$ for which

$$
\sum_{t \in\lfloor m\rfloor}\left(t_{k}+1\right)\left|\left(f_{t}, \Phi\right)\right|^{2}<\infty
$$

It may then be shown that the operator $a_{k}^{*}$ defined above actually is the adjoint of $a_{k}$, that $a_{k}=\left(a_{k}^{*}\right)^{*}$, and so that both are closed operators.

We should note that $[m]$ is a denumerable set, so that $H[m]$ has the denumerably infinite dimension cardinality and is, therefore, isomorphic to $l^{2}$.

In order to obtain a mathematically precise formulation of the problem in which complications

[^146]associated with the domains of the unrounded operators are avoided, we accept the commutation relations in the form proposed by Weyl, a form from which von Neumann ${ }^{s}$ first proved uniqueness in the case of a system having a finite number of degrees of freedom. In terms of the unitary operators,
\[

$$
\begin{aligned}
& U(a)=\exp \left(i \sum_{k=1}^{n} a_{k} q_{k}\right), \\
& V(b)=\exp \left(i \sum_{k=1}^{n} b_{k} d_{k}\right), \quad\left(a_{i}, b_{i} \text { real }\right),
\end{aligned}
$$
\]

where $p_{k}=2^{-\frac{1}{2}}\left(a_{k}+a_{k}^{*}\right)$ and $i q_{k}=2^{-\frac{1}{2}}\left(a_{k}-a_{k}^{*}\right)$, the Weyl relations for a system with $n$ degrees of freedom are

$$
\begin{aligned}
& U(a) U(b)=U(a+b), \quad V(a) V(b)=V(a+b) \\
& U(a) V(b)=\exp [-i(a \cdot b)] V(b) U(a)
\end{aligned}
$$

$$
\begin{equation*}
(a \cdot b)=\sum_{k=1}^{n} a_{k} b_{k} \tag{1}
\end{equation*}
$$

In Ref. 1 Gårding and Wightman replaced these relations (which, by von Neumann's theorem, have as their unique continuous solutions direct sums of copies of the usual Schrödinger representation of the $p$ and $q$ operators) by their simplest generalizations to systems with an infinite number of degrees of freedom. Here, for these larger systems, it has long been known that the uniqueness fails. Gårding and Wightman permitted the real sequences $a_{i}$ and $b_{i}$ to formally be infinite sequences, but with the restriction that $a_{i}=b_{i}=0$ for almost all $i$. The solution of this generalization of the Weyl relations is then not unique, and we get the class of representations of the commutation relations, both discrete and continuous, described in Ref. 1. In particular the discrete representations mentioned above satisfy these generalizations of the Weyl relations.

To get a precise form of the translations it is convenient to condense these relations even further into the form given them by Segal and von Neumann. Set

$$
\begin{array}{rl}
W(c)=W & W(a+i b) \\
& =\exp \left[\frac{1}{2} i(a \cdot b)\right] \exp [i(b \cdot q)] \exp [i(a \cdot p)]
\end{array}
$$

then the Weyl relations are equivalent to

$$
W(c) W(d)=\exp \left[\frac{1}{2} \operatorname{Im}(\bar{c} \cdot d)\right] \dot{W}(c+d)
$$

It is easy to see that the new set $W$ defined by

$$
\hat{W}(d)=\exp \left[\sum_{k=1}^{\infty}\left(-d_{k} \bar{c}_{k}+\bar{d}_{k} c_{k}\right)\right] W(d)
$$

again satisfying (1), is irreducible if the set of $W$ is irreducible and has as infinitesimal operators

$$
\hat{a}_{k}=a_{k}+c_{k}
$$

[^147]Thus, the problem is to find when the pseudocanonical transformation $W \rightarrow \hat{W}$ is canonical.

For this purpose it is useful to extend the relations (1) as follows: Let $c$ be an infinite sequence of complex numbers, and, considering the representation $R[m]$, let $n \in[m]$ be a representative sequence of the class [ m ]. Suppose that

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(n_{k}+1\right)\left|c_{k}\right|^{2}<\infty \tag{2}
\end{equation*}
$$

and let $W^{N}(c)$ be the sequence of operators $W\left(c^{N}\right)$, where $c^{N}$ is the sequence $c$ terminated after $N$ terms, that is,

$$
\begin{array}{ll}
\left(c^{N}\right)_{k}=c_{k}, & 1 \leq k \leq N \\
\left(c^{N}\right)_{k}=0, & k>N .
\end{array}
$$

Then the sequence $W^{N}(c)$ converges strongly to a unitary operator, which will be denoted $W(c)$. If $c$ and $d$ are two sequences satisfying the condition (2), then the relation (1) is again satisfied. This last generalization of Weyl relations is at once pertinent to our problem, for

$$
W(c) W(d) W(-c)=\hat{W}(d) .
$$

Thus, we have implemented the operator translation $a_{k} \rightarrow a_{k}+c_{k}$, the sequence $c_{k}$ satisfying the condition (2), as a unitary equivalence on the operators. The condition (2) will in fact be a natural requirement on the translations acting on the discrete representation $R[n]$ for the representation to be preserved.

To study the question of the effect of the general translation on the representation $R[m]$, we may use the following method, due to Wightman. We ask if the translation $a_{k} \rightarrow a_{k}+c_{k}$ can possibly send $R[m]$ into $R[l]$. To answer this we consider the possibility of the existence of a vector $\Phi \in H[m]$, the space on which the operators of the representation $R[m]$ act, such that

$$
\left(a_{k}^{*}+c_{k}^{*}\right)\left(a_{k}+c_{k}\right) \Phi=l_{k} \Phi, \quad k=1,2,3, \cdots
$$

A formal solution of these equations can be obtained, that is, a sequence $\Phi_{t}, t \in[m]$ of complex numbers which enter as the components of $\Phi$ relative to the basis $f_{1}$ of $H[m]$. On requiring that $\Phi_{i}$ actually form on element of the Hilbert space, that is, that

$$
\sum_{t \in[m]}\left|\Phi_{t}\right|^{2}<\infty
$$

the possibilities of the existence of the element $\Phi$ are greatly reduced. Using this method the effects of the translation on the discrete representations may easily be described. The results are the following:
(a) The translation $a_{k} \rightarrow a_{k}+c_{k}, k=1,2,3, \cdots$, transforms the representation $R[m]$ into itself, and is equivalent to a unitary similarity on the representation space, if and only if the condition (2) is satisfied. This, condition incidentally, is easily seen to be unchanged if the sequence $n \in[m]$ in (2) is replaced by any other $n^{\prime} \in[m]$.
(b) In all other cases the resultant representation is not a discrete representation, but one of the continuous representations distinguished by Wightman and Gårding. Thus, no discrete representation is transformed into any other by these transformations on the operators.

The condition (2) which characterizes the family $T[m]$ of translations leaving $R[m]$ invariant is consistent with the natural algebraic operations: if $a=\left(a_{1}, a_{2}, \cdots\right)$ and $b=\left(b_{1}, b_{2}, \cdots\right)$ are contained in $T[m]$ then so are $a+b=\left(a_{1}+b_{1}, a_{2}+b_{2}, \cdots\right)$ and $-a=\left(-a_{1},-a_{2}, \cdots\right)$, and since $0=(0,0, \cdots)$, the unit under this composition, is contained in $T[m], T[m]$ forms an Abelian group, a subgroup of the additive group of all vectors in the Hilbert space $l^{2}$. With the usual Hilbert space topology the translation groups of the various discrete representations are dense subgroups of the enveloping group $l^{2}$. That this is so may be seen from the fact that each of the translation groups contains the elements $c=\left(c_{1}, c_{2}, \cdots\right)$ such that $c_{i}=0$ for all except possibly a finite number of values of $i$, and these, of course, form a dense set in the space $l^{2}$. It is not difficult to show, in fact, that this particular dense set is precisely the intersection of all of our translation groups in $l^{2}$.

From the point of view of the present problem the topological structure mentioned above, that of $l^{2}$ induced on the various translation groups, turns out not to be the natural one. Before we introduce other topological structure, however, it is useful to discuss more closely the correspondence between the different representations and the various translation groups. This correspondence is certainly not one-to-one. Thus if $m_{k}$ is any bounded sequence of integers then the condition (2) on the complex sequence $c_{k}$ means no more and no less than the condition (2) with $n_{k}=0$ for all $k$. Therefore, all the bounded representations $R[m]$, that is, those representations for which some (and hence every) sequence ( $m_{1}, m_{2}, \cdots$ ) $\in[m]$ is bounded, have the same translation group, namely all of $l^{2}$.

The situation is very easily described precisely. In the set $E$ of all sequences of non-negative integers, we introduce the relation we call asymptotic equiv-
alence defined as follows: $r_{k} \sim s_{k}$ if there are numbers $A$ and $B$ such that

$$
\begin{equation*}
0<A \leq\left(r_{k}+1\right) /\left(s_{k}+1\right) \leq B<\infty, \tag{3}
\end{equation*}
$$

for all $k$. This is easily seen to be an equivalence relation on $E$, dividing $E$ into disjoint sets of asymptotically equivalent sequences; it is also coarser than the relation used in forming the classes [•] upon which the construction of the representations $R[m]$ is based, so that if $\|m\|$ is the sequence class containing $m$ then $[m] \subset\|m\|$, and $\|m\|$ may be written as the union of the classes $[t]$ contained in it.

The precise connection between the representations and the translation groups is then given by the following statement: Two representations, $R[m]$ and $R[n]$, have the same translation group, if and only if, $[m]$ and $[n]$ are contained in the same asymptotic equivalence class that is, if $\|m\|=\|n\|$. We denote by $T\|m\|$ the translation group corresponding to the family of representations $\{R[t]: t \in E, t \in\|m\|\}$. Thus $T||0||$ is the translation group for the noparticle representation and also for all the bounded discrete representations. In constructing the relevant topology on these groups we will deal with $T\|m\|$, the single translation group corresponding to a complete family of representations, rather than with a group $T[m]$ corresponding to a single representation. Indeed there is nothing else that we can do, for the force of the above assertion is that, beginning with a translation group $T[m]$ we can only identify representations $R\left[m^{\prime}\right]$ with $\left\|m^{\prime}\right\|=\|m\|$ if we ask for the representation which gave rise to it.

We now construct a topology for the group $T\|m\|$. To do this we select some sequence $r \in\|m\|$ of integers and define the function

$$
p(c)=\left[\sum_{k=1}^{\infty}\left(r_{k}+1\right)\left|c_{k}\right|^{2}\right]^{\frac{1}{2}}
$$

on the group elements; by the definition of $T \| \mid m$ and what we have already said, it follows that this is well defined and finite for any $c \in T\|m\|$. Moreover, it is easily proved in the usual way that $q(c, d)=p(c-d)$ is a metric on $T\|m\|$, and that, using the topology of this metric, $T\|m\|$ becomes a topological group and a complete metric space. By turning $T|\mid m \|$ into a Hilbert space in the natural way and then using the theorem that a Hilbert space is uniquely determined by its dimension cardinality, or by explicitly exhibiting the mapping
$F$ of $T\left|\mid m \|\right.$ onto $l^{2}$ which establishes the result, we can prove that the metric topological group $T\|m\|$ is isomorphic, and, in fact, isometric, to the additive group of vectors of the Hilbert space $l^{2}$. Such an isometric homomorphism $F$ is, of course, the mapping which sends $c=\left(c_{1}, c_{2}, \cdots\right) \in T\|m\|$ into the element $x=\left(x_{1}, x_{2}, \cdots\right) \in l^{2}$, where $x_{k}=\left(m_{k}+1\right)^{\frac{4}{4}} c_{k}$. By transitivity, then, every metric topological group $T\|m\|$ is isometrically isomorphic as a topological group to every other.

Having constructed these topologies on the various translation groups, let us rid ourselves of the arbitrariness involved in choosing the sequence $r \in\|m\|$ used in constructing the metric on $T\|m\|$. To do this we choose some other sequence, $s \in\|m\|$, and construct the metric $q^{\prime}(c, d)$ on $T\|m\|$ using $s$ just as $q(c, d)$ constructed above uses $r$. Then (3) holds for some $A$ and $B$ because $r$ and $s$ are asymptotically equivalent, and so we have the inequalities

$$
A^{\frac{\jmath}{\prime}} q^{\prime}(c, d) \leq q(c, d) \leq B^{\frac{1}{3}} q^{\prime}(c, d)
$$

for any $c, d \in T\|m\|$. Thus, the metrics $q$ and $q^{\prime}$ on $T|\mid m \|$ are equivalent, and so the topologies they determine are identical. Henceforth, we will regard $T\|m\|$ as being a topological group with this topology, a topology metrizable by choosing any one of the metrics $q$ corresponding to any sequence of integers $r \in\|m\|$.

The naturalness of these topologies on the translation groups is then the implication of the following assertion: The mapping $c \rightarrow W(c)$ of $T[m]$ into the group of unitary operators on the Hilbert space $H[m]$ of the representation $R[m]$ is strongly continuous, and so the mappings are strongly continuous unitary ray representations of the translation groups. The multiplication rule for the unitary operators $W(c)$ which shows that they are ray representations is, of course, the Weyl relations in their extended form mentioned earlier.
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#### Abstract

The use of the Born reciprocity principle as a postulate applied to "internal" Minkowski space leads to a theory of elementary particles based on a purely "space-time" point of view. The reciprocity transformations of Born, $\left(x_{\mu}, p_{\mu}\right) \rightarrow\left( \pm p_{\mu}, \mp x_{\mu}\right)$, form a discrete subgroup of the $x-p$ rotation group $S U(2)$, which we associate with "isotopic spin" symmetry. The full dynamic symmetry of the eight-dimensional phase space with Minkowski metric is a 36 -parameter group which contains the $x-p$ rotation group $S U(2)$ and the homogeneous Lorentz group $\&$ as disjoint subgroups. This gives the symmetry of "subquantic" matter which has oscillator-rotator properties. Some physical aspects of the generators and possible forms of mass formulas for both integer and odd-half integer spins are discussed. Finally, it is suggested that the nonrelativistic counterpart of the present formalism may explain the symmetry of atomic nuclei. "And when we have built an altar to the Invisible Light, we may set thereon the little lights for which our bodily vision is made."


from "The Rock" by T. S. Eliot

## I. INTRODUCTION

NEARLY a decade and a half ago, Born and his collaborators ${ }^{1}$ published a series of papers in which they reported attempts to explain elementary particles using the Born reciprocity principle (BRP) ${ }^{2}$ as a postulate. The BRP states that "the laws of nature are symmetrical with regard to space-time and momentum-energy." As several examples which are suggestive of the reciprocity property, Born cites the Hamilton principle
$\dot{x}^{k}=\partial H / \partial p_{k}, \quad \dot{p}_{k}=-\partial H / \partial x^{k} \quad(k=1,2,3)$,
and, in the operator formalism of quantum mechanics, the canonical commutation rules

$$
x_{\mu} p^{\nu}-p^{\nu} x_{\mu}=i g_{\mu}^{\nu} \quad(\mu, \nu=1,2,3,4)
$$

and the components of angular momentum,

$$
m_{\mu \nu}=\left(x_{\mu} p_{\nu}-x_{\nu} p_{\mu}\right) \text { for }(\mu \neq \nu) \quad(\mu, \nu=1,2,3) .
$$

Although these examples are strongly suggestive, they merely amount to several very special cases. In general, physics seems to exhibit no obvious symmetry of the type suggested by Born. On the other hand, an interesting consequence of BRP is its implication of the existence of unit distance $a$ and unit momentum $b$ such that $a b=1(\hbar=c=1)$. These constants are implied quite naturally by the

[^148]fact that BRP suggests the existence of a reciprocal operator ( $x_{\mu} x^{\mu}+p_{\mu} p^{\mu}$ ) as a physically significant operator. As is well known, the relativistic equations of motion of a particle in atomic and nuclear dimensions generally do not exhibit reciprocal symmetry, e.g., Klein-Gordon equation. One possible explanation in keeping with the spirit of BRP would be that the local field theory in its usual form represents the "point-particle limit," $a \rightarrow 0$, in which case the reciprocal symmetry is broken. For example, $\left(x_{\mu} x^{\mu}+p_{\mu} p^{\mu}\right) \rightarrow p_{\mu} p^{\mu}$ in this limit. In a way, this might be viewed as a more microscopic analog of the limit $\hbar \rightarrow 0$ which represents the transition from quantum mechanics to classical mechanics of atoms. If we accept this picture, it follows then that the unit distance $a$ must be of the order of 1 F or less thus representing the subnuclear dimensions and that BRP is most strongly realized in the most fundamental realm of nature which is found in the subnuclear dimensions. This, in turn, suggests that BRP might constitute a fundamental principle underlying the elementary particle phenomena.

It was probably this notion which led Born et al. ${ }^{1}$ to their "reciprocity theory of elementary particles." Several years ago, ${ }^{3}$ the same notion led us to propose a theory of quantization of elementary particle masses using BRP as a postulate applied to an "internal" Minkowski space such as the one proposed by Yukawa ${ }^{4}$ in his bilocal theory of fields. Now, what do we mean by "internal" and "external"

[^149]spaces? The "external" Minkowski space is the space-time in which the motion of a point ( $=$ center of mass) particle is mapped in the usual manner of local field theory. The "internal" Minkowski space represents the subnuclear space-time similar to the Bohm-Vigier "subquantic" medium ${ }^{5}$ of matter in which nature manifests itself in its most fundamental form and whose space-time and momentum-energy variables supposedly describe the dynamics responsible for various elementary particle phenomena which we commonly observe from an "external" point of view. For the "internal" system of subnuclear dimensions, it is natural to expect to find the system a strongly quantized one: viz., for $a \lesssim 1 \mathrm{~F}$, the quantized matter would be characterized by an energy of the order of $b=a^{-1} \gtrsim 100 \mathrm{Mev}$. Further, the "internal" dynamics (at least, in part) is prescribed by the postulate of BRP since physically significant operators are to be constructed from $\left(x_{\mu}\right),\left(p_{\mu}\right)$ in reciprocity-invariant forms or, more precisely, to be invariant under the transformation, $\left(x_{\mu}, p_{\mu}\right) \rightarrow\left( \pm p_{\mu}, \mp x_{\mu}\right)$.

Mathematically, a reciprocal operator is one which is invariant under the reciprocity transformations of Born, ${ }^{1}$

$$
\begin{align*}
\left(X_{\mu}^{\prime}\right)_{\alpha} & =\sum_{\beta=1}^{2} R_{\alpha \beta}\left(X_{\mu}\right)_{\beta} \quad(\alpha, \beta=1.2) \\
X_{\mu} & =\binom{x_{\mu}}{p_{\mu}}  \tag{1}\\
\left(X_{\mu}\right)_{1} & =x_{\mu}, \quad\left(X_{\mu}\right)_{2}=p_{\mu}
\end{align*}
$$

According to Rayski, the $(2 \times 2)$ matrices

$$
\left(\begin{array}{ll}
1 & 0  \tag{2}\\
0 & 1
\end{array}\right) ;\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) ;\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) ;\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

form the common divisors for all such unimodular, unitary transformations. In all, there exist four such transformations, namely ${ }^{7}$

$$
\begin{equation*}
R_{1}=I ; \quad R_{2}=\mathfrak{G} ; \quad R_{3}=\mathfrak{C} ; \quad R_{4}=\mathfrak{R} \times \mathfrak{C} \tag{3}
\end{equation*}
$$

where

$$
I_{\alpha \beta}=\delta_{\alpha \beta}=-\mathfrak{R}_{\alpha \beta} \quad \mathbb{C}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & -1  \tag{4}\\
1 & 1
\end{array}\right)
$$

The simplest "nontrivial" operator which has the reciprocal symmetry and is Lorentz-invariant is $\left(x_{\mu} x^{\mu}+p_{\mu} p^{\mu}\right)$. In our previous letter, the mass operator was taken in this form, thus resulting in a linear spectrum of masses.

[^150]Clearly, the reciprocity transformations defined above are special cases of the continuous $x-p$ rotations of $S U(2)$ defined by

$$
\begin{equation*}
X_{\alpha, \mu}^{\prime}=X_{\alpha, \mu}+i \sum_{i=0}^{3} \sum_{\beta=1}^{2} \delta c_{i}\left(\tau_{i}\right)_{\alpha \beta} X_{\beta, \mu} \quad(\alpha, \beta=1,2), \tag{5}
\end{equation*}
$$

where ( $\delta c_{i}$ ) are arbitrary infinitesimal parameters, and

$$
\begin{array}{rlr}
\tau_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) ; & \tau_{2}=\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right)  \tag{6}\\
\tau_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) ; & \tau_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
\end{array}
$$

More precisely, they form a discrete subgroup of the complete $x-p$ rotation group $S U(2)$ : i.e., any ( $2 \times 2$ ) matrix can be represented as a linear combination of ( $\tau_{i}$ ) matrices. Note that the $x-p$ rotations of Eq. (5) leave the four-vector indices $\mu, \nu, \cdots=1,2,3,4$ unaffected. It is commonly believed that the electromagnetic interaction breaks the isotopic spin symmetry of elementary particles, e.g., it breaks the charge independence of Yukawa interaction. In the present case, "electromagnetic" interaction may destroy the reciprocal symmetry and, therefore, the $S U(2)$ symmetry of $x-p$ rotations if there exists "electromagnetic" vector field $A_{\mu}$ which depends on the "internal" variables and which would then enter into the reciprocal operator ( $p_{\mu} p^{\mu}+x_{\mu} x^{\mu}$ ) asymmetrically. This would in turn suggest that we might associate the isotopic spin rotations with the $x-p$ rotations of Eq. (5). (In the usual picture of field theory, electromagnetic vector field depends only on the center-of-mass variables and the electromagnetic gauge, therefore, commutes with the present"internal" operators. In view of this, it has been brought to the author's attention that, if a vector field $A_{\mu}$ of the type mentioned above exists, it would probably be a "new nonelectromagnetic" field. This is certainly one of the many important questions which we wish to investigate in further detail in future publications.)

Separate from the $x-p$ rotations of Eq. (5), there is, of course, the four-dimensional Lorentz group. The full dynamic symmetric of the eight-dimensional phase space with Minkowski metric would then be given by a large group $\mathcal{G}$ which contains the $x-p$ rotation group $S U(2)$ and the (homogeneous) Lorentz group as subgroups. The postulate of BRP implies then that the generators of the reciprocityinvariant content of $\mathcal{G}$ represent physically meaningful quantities. More importantly, we propose that
the group $\mathcal{G}$ contains the dynamic symmetry of elementary particles.

## II. RECIPROCITY AND DYNAMIC SYMMETRY

All operators of the eight-dimensional phase space which are bilinear in $\left(x_{\mu}\right)$ and $\left(p_{\mu}\right)$ are given by $\tilde{X}_{\mu} \tau_{i} X_{v}=\sum_{\alpha, \beta=1}^{2} \tilde{X}_{\mu, \alpha}\left(\tau_{i}\right)_{\alpha \beta} X_{\nu, \beta} \quad\left(\frac{\mu, \nu=1,2,3,4}{j=0,1,2,3}\right)$,

Of these, there are 36 "nontrivial" independent operators, which are given by

$$
\begin{align*}
S_{\mu \nu}^{(1)} & =S_{\nu \mu}^{(1)}=\frac{1}{2}\left\{\widetilde{X}_{\mu} \tau_{3} X_{\nu}+\tilde{X}_{\nu} \tau_{3} X_{\mu}\right\}, \\
S_{\mu \nu}^{(1)} & =S_{\nu \mu}^{(2)}=\frac{1}{2}\left\{\widetilde{X}_{\mu} \tau_{1} X_{\nu}+\widetilde{X}_{\nu} \tau_{1} X_{\mu}\right\},  \tag{8}\\
S_{\mu \nu}^{(3)} & =S_{\nu \mu}^{(3)}=\frac{1}{2}\left\{\widetilde{X}_{\mu} \tau_{0} X_{\nu}+\tilde{X}_{\nu} \tau_{0} X_{\mu}\right\}, \\
m_{\mu \nu} & =-m_{\nu \mu}=+\frac{1}{2} i\left\{\tilde{X}_{\mu} \tau_{2} X_{\nu}-\widetilde{X}_{\nu} \tau_{2} X_{\mu}\right\} .
\end{align*}
$$

In addition to these 36 operators, there exist 10 more symmetrical operators which are "trivial" since they are the commutators,

$$
\begin{equation*}
g_{\mu \nu}=\frac{1}{2}\left\{\tilde{X}_{\mu} \tau_{2} X_{\nu}+\tilde{X}_{\nu} \tau_{2} X_{\mu}\right\}=-i\left[x_{\mu}, p_{\nu}\right] \tag{9}
\end{equation*}
$$

which are also the flat-space metric tensors of Minkowski space having the usual properties

$$
\begin{aligned}
g_{\mu \nu} & =g_{\nu \mu}, \quad g^{\mu \nu}=g^{\nu \mu}, \\
g_{k 4} & =-g_{k}^{4}, \\
g_{k t} & =g_{k}^{l} \quad(k, l=1,2,3), \\
x^{\mu} & =g^{\mu \nu} x_{v}, \quad x_{\mu}=g_{\mu \nu} x^{\nu},
\end{aligned}
$$

and so forth. Clearly, not all operators of Eq. (8) are reciprocity-invariant. Aside from the commutators of Eq. (9), there are 16 independent operators which are reciprocity-invariant, namely

$$
\begin{equation*}
\left(S_{\mu \nu}^{(3)}\right),\left(m_{\mu \nu}\right) \quad(\mu \neq \nu) . \tag{10}
\end{equation*}
$$

Although the remaining 20 operators ( $S_{\mu \nu}^{(1)}$ ), $\left(S_{\mu \nu}^{(2)}\right)$ are not reciprocity-invariant, they are nevertheless useful for construction of reciprocity-invariant operators to higher orders in $\left(x_{\mu}\right),\left(p_{\mu}\right)$. For example,

$$
\left(S_{\mu \nu}^{(1)} S^{(1) \mu \nu}+S_{\mu \nu}^{(2)} S^{(2) \mu \nu}\right)
$$

can be shown to be reciprocity-invariant. It is, therefore, necessary to use all 36 operators of Eq. (8) to obtain the full dynamic symmetry of the eightdimensional phase space.

Now, it may be shown that these 36 operators together generate a 36 -parameter group $g$. To prove this, it will suffice to show that they generate a closed commutation algebra. Let us define

$$
\left(\mathbf{M}_{\mu \nu}\right)=\left(M_{\mu \nu}^{(1)}, M_{\mu \nu}^{(2)}, M_{\mu \nu}^{(3)}\right)
$$

as follows:

$$
\begin{align*}
& M_{\mu \nu}^{(1)}=-i S_{\mu \nu}^{(1)}=M_{\nu \mu}^{(1)}, \\
& M_{\mu \nu}^{(2)}=+i S_{\mu \nu}^{(2)}=M_{\nu \mu}^{(2)},  \tag{11}\\
& M_{\mu \nu}^{(3)}=S_{\mu \nu}^{(3)}=M_{\nu \mu}^{(3)} .
\end{align*}
$$

These, together with antisymmetrical tensors $\left(m_{\mu \nu}\right)=\left(-m_{\nu \mu}\right)(\mu \neq \nu)$, satisfy the following:

$$
\begin{align*}
& i^{-1}\left[M_{\mu \nu}^{(k)}, M_{\lambda \kappa}^{(L)}\right] \\
& =\epsilon^{k l m}\left\{g_{\nu \lambda} M_{\mu k}^{(m)}+g_{\mu \lambda} M_{\nu \kappa}^{(m)}+g_{\nu \kappa} M_{\lambda \mu}^{(m)}+g_{\mu k} M_{\lambda \nu}^{(m)}\right\}, \\
& i^{-1}\left[M_{\mu \nu}^{(k)}, m_{\lambda \kappa}\right]=\left\{g_{\nu x} M_{\nu \lambda}^{(k)}+g_{\mu \kappa} M_{\nu \lambda}^{(k)}-g_{\mu \lambda} M_{\mu k}^{(k)}\right\}, \\
& i^{-1}\left[m_{\mu \nu}, m_{\lambda \kappa}\right] \\
& =\left\{-g_{\mu k} m_{\nu \lambda}+g_{\nu \kappa} m_{\mu \lambda}-g_{\nu \lambda} m_{\mu \kappa}+g_{\mu \lambda} m_{\nu x}\right\} \\
& \quad\left(\frac{k, l, m=1,2,3}{\mu, \nu, \lambda, \kappa=1,2,3,4}\right), \tag{12}
\end{align*}
$$

where $\left(\epsilon^{k l m}\right)$ are the structure constants

$$
\epsilon^{k l m}=\left\{\begin{array}{l}
+1: k, l, m \text { in cyclic order } \\
-1: \text { otherwise }(k \neq l \neq m)
\end{array}\right.
$$

We may consider the 36 -parameter group $\mathcal{G}$ as the eight-dimensional phase-space analog of the homogeneous Lorentz group $\mathfrak{\&}$ of Minkowski four-space. In fact, $\mathcal{G}$ contains the homogeneous Lorentz group $\mathcal{L}$ generated by $\left(m_{\mu \nu}\right)$ as a subgroup. Now, consider the Lorentz-invariant operators

$$
\begin{align*}
T_{k} & =\frac{1}{4} \operatorname{Tr}_{(4)}\left(M^{(k)} G\right)  \tag{13}\\
& =\frac{1}{4} g^{\mu \nu} M_{\mu \nu}^{(k)} \quad(k=1,2,3),
\end{align*}
$$

where $G=(-1,-1,-1,+1)$ is the Minkowski metric. According to Eq. (12), these operators satisfy the relations

$$
\begin{align*}
{\left[T_{k}, T_{l}\right] } & =i_{\epsilon}^{k l m} T_{m},  \tag{14}\\
{\left[T_{k}, m_{\lambda x}\right] } & =0,
\end{align*}
$$

and, therefore, generate a three-rotation group which is disjoint from $\mathcal{L}$ and isomorphic with $S U(2)$. Thus, we have

$$
\begin{equation*}
S U(2) \otimes \& \subset G \tag{15}
\end{equation*}
$$

as a reduced representation of $\mathcal{G}$.
We may also show that each of the three combinations of 16 operators

$$
\left(M_{\mu \nu}^{(k)}, m_{\mu \nu}\right) \quad(k=1,2,3)
$$

forms a 16 -parameter group $\mathscr{L}^{\prime}$ which is isomorphic with the 16 -parameter Lie group. ${ }^{8}$ [In particular,

[^151]( $M_{\mu \nu}^{(3)}, m_{\mu \nu}$ ) generate a 16 -parameter group $\mathcal{L}^{\prime}$ which is reciprocity-invariant.] For example, let us use ( $M_{\mu \nu}^{(3)}, m_{\mu \nu}$ ) and define
\[

$$
\begin{equation*}
A_{\mu \nu}=\frac{1}{2}\left\{M_{\mu \nu}^{(3)}-i\left(M_{\mu \nu}+i g_{\mu \nu}\right)\right\}(\mu, \nu=1,2,3,4) . \tag{16}
\end{equation*}
$$

\]

According to Eq. (12), these operators satisfy

$$
\begin{equation*}
\left[A_{\mu v}, A_{\lambda_{k}}\right]=\left\{g_{\nu \lambda} A_{\mu \kappa}-g_{\mu \kappa} A_{\nu \lambda}\right\}, \tag{17}
\end{equation*}
$$

which is precisely the commutation relation of the 16-parameter Lie group, e.g., the 16 -parameter Lie group of Dirac $\gamma$-matrices. ${ }^{8}$ The invariant or Casimir operator of this group is given by

$$
\begin{align*}
F & =\frac{1}{2} \operatorname{Tr}_{(4)}(A G)  \tag{18}\\
& =\frac{1}{2} g^{\mu \nu} A_{\mu \nu}=\left(T_{3}+\lambda\right)
\end{align*}
$$

which commutes with all operators of $\mathcal{L}^{\prime}$, where $\lambda$ is an integral multiple of the identity operator. A second Casimir operator is given by

$$
\begin{align*}
F^{2} & =\frac{1}{4} \operatorname{Tr}_{(4)}(A G A G) \\
& =\frac{1}{4} g^{\mu \nu} g^{\lambda \kappa} A_{\mu \lambda} A_{\kappa \nu}  \tag{19}\\
& =\frac{1}{16}\left\{M_{\mu \nu}^{(3)} M^{(3) \mu \nu}-m_{\mu \nu} m^{\nu \mu}+4 \lambda^{2}\right\} .
\end{align*}
$$

The finite-dimensional representations in $\mathcal{L}^{\prime}$ of physical interest can be classified using the so-called "unitary trick" of Weyl. In the reduction $\mathcal{L}^{\prime} \rightarrow T^{3} \otimes \mathscr{L}$, the reduced representations of physical interest are given by $T^{3} \otimes S U(2)_{L}$, where $S U(2)_{L}$ is the spatial three-rotation group. What has been discussed above applies also to other $\mathfrak{L}^{\prime}$-contents of $\mathcal{G}$. It must be understood, however, that $\mathcal{L}^{\prime}$ is not a disjoint subgroup of $\mathcal{G}$ and consequently that the invariants $\left(F, F^{2}\right)$ of $\mathcal{L}^{\prime}$ are not invariants of the whole group $\mathcal{G}$. Obviously, it is necessary to work with the whole group $\mathcal{G}$ to appreciate the full dynamic symmetry. A convenient way of representing the generators of group $\mathcal{G}$ is by means of the following $8 \times 8$ representations;

$$
\begin{align*}
& \tilde{M}_{\mu \nu}=\left\{\mathbf{M}_{\mu \nu} \cdot \tau-i\left(m_{\mu \nu}+i g_{\mu \nu}\right) \tau_{0}\right\}  \tag{20}\\
& =\left[\begin{array}{cc}
M_{\mu \nu}^{(3)}-i\left(m_{\mu \nu}+i g_{\mu \nu}\right) & M_{\mu \nu}^{(1)}-i M_{\mu \nu}^{(2)} \\
\hdashline M_{\mu \nu}^{(1)}+i M_{\mu \nu}^{(2)} & -M_{\mu \nu}^{(3)}-i\left(m_{\mu \nu}+i g_{\mu \nu}\right)
\end{array}\right],
\end{align*}
$$

where $\left(M_{\mu \nu}\right)=\left(M_{\mu \nu}^{(1)}, M_{\mu \nu}^{(2)}, M_{\mu \nu}^{(3)}\right)$ are the symmetrical tensors defined in Eq. (11), and

$$
\begin{align*}
m_{\mu \nu}+i g_{\mu \nu} & =-m_{\nu \mu}+i g_{\nu \mu}  \tag{21}\\
& =\left(x_{\mu} p_{\nu}-p_{\mu} x_{\nu}\right) .
\end{align*}
$$

Note that the tensors belonging to the diagonal quadrants of Eq. (20) generate the $\AA^{\prime}$-content of $\mathcal{G}$.

Let " $\operatorname{Tr}_{(2)}$ " and " $\mathrm{Tr}_{(8)}$ " represent the diagonal sums over the two-dimensional and the entire eightdimensional spaces, respectively. We then have

$$
\begin{align*}
& M_{\mu \nu}^{(k)}=\frac{1}{2} \operatorname{Tr}_{(2)}\left(\tilde{M}_{\mu \nu} \tau_{k}\right), \\
& m_{\mu \nu}+i g_{\mu \nu}=\frac{1}{2} i \operatorname{Tr}_{(2)}(\tilde{M}  \tag{22}\\
&\left.T_{\mu \nu} \tau_{0}\right), \\
& T_{k}=\frac{1}{8} \operatorname{Tr}_{(8)}\left(\tilde{M} G \tau_{k}\right) .
\end{align*}
$$

Commutation relations among the 36 independent elements of $\tilde{M}$ are as given in Eqs. (12) and (17). For an arbitrary tensor $\mathbf{O}$ constructed from $\bar{M}, \tau_{k}$ projects out $\mathbf{O}^{(k)}$ which transforms like $M^{(k)}$ with respect to the $x-p$ rotations of $S U(2)$. For example, let

$$
\mathbf{O}_{\mu \nu}^{\lambda_{\mu} \cdots}=(\tilde{M} \tilde{M} \cdots \tilde{M})_{\mu \nu}^{\lambda_{\mu} \cdots}
$$

be an arbitrary tensor. We then have

$$
\begin{equation*}
\mathbf{O}_{\mu \nu \cdots}^{(k) \lambda_{k} \cdots}=\frac{1}{2} \operatorname{Tr}_{(2)}\left(O_{\mu \nu}^{\lambda \alpha \cdots} \tau_{k}\right) \tag{23}
\end{equation*}
$$

A particular case of this is an operator $\mathbf{O}^{(k)}$ which is invariant with respect to $£$ but has the properties of $M^{(k)}$ with respect to the $x-p$ rotations of $S U(2)$. Such an operator which is constructed from $\tilde{M}$ is defined as

$$
\begin{equation*}
\mathbf{O}^{(k)}=\frac{1}{2} \operatorname{Tr}_{(8)}\left(\tilde{M} G \tilde{M} G \cdots \tilde{M} G \tau_{k}\right) \tag{24}
\end{equation*}
$$

Similarly, the invariant operators of $\mathcal{g}$ are defined by

$$
\begin{equation*}
\frac{1}{8} \operatorname{Tr}_{(8)}(\tilde{M} G \tilde{M} G \cdots \tilde{M} G) \tag{25}
\end{equation*}
$$

to all orders in $\widetilde{M}$. For example, we have

$$
\begin{align*}
F^{\prime} & =\frac{1}{8} \operatorname{Tr}_{(8)}(\widetilde{M} G)=N \\
F^{\prime \prime} & =\frac{1}{8} \operatorname{Tr}_{(8)}(\widetilde{M} G \widetilde{M} G)  \tag{26}\\
& =\frac{1}{4}\left\{\mathbf{M}_{\mu \nu} \cdot \mathbf{M}^{\nu \mu}-m_{\mu \nu} m^{\nu \mu}+4 N^{2}\right\}
\end{align*}
$$

and similarly for others, where $N=1,2,3, \cdots$ is a parameter which, physically, represents the number of four-oscillators which we build into the elementary system, i.e., for $i=1,2,3, \cdots, N$,

$$
\begin{equation*}
\frac{1}{4 i} \sum_{i=1}^{N}\left(x(i)_{\mu} p^{\mu}(i)-p^{\mu}(i) x(i)_{\mu}\right)=N \tag{27}
\end{equation*}
$$

If the mass is to be an invariant with respect to all transformations of $\mathcal{G}$, it would then be a function of the Casimir operators. One possible (and the simplest) form of such a mass formula seems to be

$$
\begin{aligned}
M & =b_{0}+b_{1} F^{\prime}+b_{2} F^{\prime \prime} \\
& =\left\{b_{0}+b_{1} N+b_{2}\left(\mathbf{M}_{\mu \nu} \cdot \mathbf{M}^{\nu \mu}-m_{\mu \nu} m^{\nu \mu}+4 N^{2}\right)\right\}
\end{aligned}
$$

where $b_{0}, b_{1}, b_{2}$ are constant parameters which can only be determined phenomenologically. Physically, such a mass formula evidently represents a system which is made up of $N$ four-oscillators each with
mass $b_{1}$, the $b_{2}$ term representing a deviation from the simple linear sum of $N$ masses.

Previously, ${ }^{3}$ we proposed a linear mass formula which was basically in the form of the reciprocityand $\mathfrak{L}$-invariant operator,

$$
\text { const } \times\left(x_{\mu} x^{\mu}+p_{\mu} p^{\mu}\right)
$$

Within the context of the present formalism, this is equivalent to taking the mass to have the properties of

$$
T_{3}=\frac{1}{8} \operatorname{Tr}_{(8)}\left(\tilde{M} G \tau_{3}\right)
$$

with respect to the transformations of $\varsigma$. We may consider this as a symmetry-breaking term and combine it with the $g$-invariant terms, and write

$$
\begin{equation*}
M=M_{0}+c_{1} T_{3} \tag{29}
\end{equation*}
$$

in which $M_{0}$ and $c_{1}$ are $\mathcal{G}$-invariant parameters; e.g., for $M_{0}$, we may use Eq. (28), and take

$$
\begin{align*}
M=b_{0} & +b_{1} N+c_{1} T_{3} \\
& +b_{2}\left(\mathbf{M}_{\mu \nu} \cdot \mathbf{M}^{\nu \mu}-m_{\mu \nu} m^{\nu \mu}+4 N^{2}\right) \tag{30}
\end{align*}
$$

as the symmetry-breaking mass formula. To this, we may add other higher order terms which also have the properties of $\mathrm{T}_{3}$, e.g.,

$$
\begin{align*}
& \frac{1}{8} \operatorname{Tr}_{(8)}\left(\tilde{M} G \tilde{M} G \tau_{3}\right),  \tag{31}\\
& \frac{1}{8} \operatorname{Tr}_{(8)}\left(\tilde{M} G \tilde{M} G \tilde{M} G \tau_{3}\right),
\end{align*}
$$

and so forth, which may be interpreted as higher "perturbation" terms. [It may be pointed out that $\operatorname{Tr}_{(8)}\left(\widetilde{M} G \widetilde{M} G \tau_{3}\right)$ reduces to an expression linear in $T_{3}$ and hence does not add anything new to Eq. (30).]

In order to express the mass formulas in a more meaningful form, we must properly reduce the invariant products of tensors using physically meaningful quantities. First, let us consider the operator $m_{\mu \nu} m^{\nu \mu}$. Let $Y_{K}(\theta, \varphi, \omega)$ be the four-harmonics ${ }^{1}$ for quantum number $K=0,1,2,3, \cdots$, given as a function of the polar angles, $(\theta, \varphi, \omega)$. As shown in Ref. 1,

$$
\begin{equation*}
Y_{K}=\left(p^{2}\right)^{\frac{3}{3+1}} U_{K} \tag{32}
\end{equation*}
$$

where $U_{K}$ is the solution of

$$
\begin{equation*}
\partial^{2} U_{K} / \partial p^{\mu} \partial p_{\mu}=0 \tag{33}
\end{equation*}
$$

and is given by

$$
\begin{equation*}
U_{K}=\frac{\partial^{K}}{\partial p_{1}^{K_{1}} \partial p_{2}^{K_{z}} \partial p_{3}^{K_{3}} \partial p_{4}^{K_{4}}}\left(\frac{1}{p^{2}}\right), \tag{34}
\end{equation*}
$$

where $K=K_{1}+K_{2}+K_{3}+K_{4}=0,1,2,3, \cdots$. Operating on $Y_{K}$, we have

$$
\begin{align*}
\frac{1}{8} m_{\mu \nu} m^{\mu \nu} Y_{K} & =\frac{1}{4} K(K+2) Y_{K}  \tag{35}\\
& =W(W+1) Y_{K},
\end{align*}
$$

where we have defined

$$
W=\frac{1}{2} K=0, \frac{1}{2}, 1, \frac{3}{2}, 2, \cdots
$$

or

$$
=-\frac{1}{2} K-1=-1,-\frac{3}{2},-2, \cdots
$$

Secondly, reduction of ( $\left.M_{\mu \nu}^{(k)} M^{(k) \nu \mu}\right)$ gives

$$
M_{\mu \nu}^{(k)} M^{(k) \nu \mu}=\left\{\left(M^{(k)}\right)^{2}+m_{\mu \nu} m^{\nu \mu}+i\left[x_{\mu}, p^{\mu}\right]\right\}
$$

so that

$$
\begin{align*}
\mathbf{M}_{\mu \nu} \cdot \mathbf{M}^{\nu \mu} & =\left\{(\mathbf{M} \cdot \mathbf{M})+3 m_{\mu \nu} m^{\mu \nu}+3 i\left[x_{\mu}, p^{\mu}\right]\right\} \\
& =\left\{\mathbf{1 6} \mathbf{T}^{2}+3 m_{\mu \nu} m^{\nu \mu}+3 i\left[x_{\mu}, p^{\mu}\right]\right\} \tag{36}
\end{align*}
$$

where $T^{2}=\left(T_{3}\right)^{2}+\left(T_{1}\right)^{2}+\left(T_{2}\right)^{2}$. Using Eqs. (35) and (36), we may rewrite Eq. (30), for example, in the form

$$
\begin{align*}
M=\left\{b_{0}\right. & +b_{1}^{\prime} N+c_{1} T_{3} \\
& \left.+b_{2}^{\prime}\left[W(W+1)-\mathrm{T}^{2}-\frac{1}{4} N^{2}\right]\right\} \tag{37}
\end{align*}
$$

Although this seems to suggest some resemblance to the Gell-Mann-Okubo mass formula, any such identification is purely arbitrary, in fact, they need not be the same.

Finally, it may be pointed out that the integer parameter $N$ is not necessarily a positive-definite quantity since, as Finkelstein et al. ${ }^{9}$ pointed out, the "ordinary" quantum mechanics is undetermined in the signature of the complex number $(-1)^{\frac{1}{2}}$ which appears in the commutation rules. That is, the "superselection" operator $\eta$ is defined by

$$
\begin{align*}
{\left[x_{\mu}, p_{v}\right] } & =\eta g_{\mu \nu}  \tag{38}\\
\eta^{2} & =(-1),
\end{align*}
$$

where the signature of $\eta$ is undetermined. Associated with the two possible signatures of $\eta(= \pm i)$, we may define $N_{ \pm}=1,2,3, \cdots$ such that
$N=\left(N_{+}-N_{-}\right)=0, \pm 1, \pm 2, \pm 3, \cdots$,
which now includes the value zero and negative integers. This possibility ${ }^{10}$ can be contained within

[^152]the present formalism without going outside the group $\mathcal{G}$; i.e., $\mathcal{G}$ contains all possible representations for positive and negative $N$. According to a footnote in the paper by Finkelstein et al., ${ }^{9}$ Yang apparently feels that the transformation $a \eta a^{-1}=-\eta$ might be associated with the interchange of the two nucleons ( $p, n$ ). In this connection, it is interesting to observe that association of the two signatures of $\eta$ with ( $p, z$ ), for example, automatically imparts the meaning of "hypercharge" to $N$ and that this, in turn, presents a basis for comparison between Eq. (37) with the Gell-Mann-Okubo type mass formula. A further possibility is to associate the dual signatures with the matter-antimatter dualism, the underlying idea being that some of the four-oscillators in the "internal" system are matterlike and others are anti-matterlike somewhat in the sense of Feynman "vacuum polarization." A further possibility is to interpret $N$ literally as the "particle number" such that $N=(+1)$ for nucleons, $N=(-1)$ for leptons, and $N=0$ for bosons. In this case, the constant $b_{1}$ would be roughly one-half of the nucleon mass (i.e., $\approx 500 \mathrm{MeV}$ ). This last interpretation seems to be consistent with the later generalization of the present formalism to nuclear symmetry. However, any further speculation of this type is not intended for the present paper.

## III. OSCILLATOR WITH ODD-HALF SPIN

Thus far, the discussions have not touched the question on odd-half spins. More precisely, the formalism of Sec. II applies strictly to systems with integer spin angular momentum only since it gives the three components of angular momentum by ( $\left.m_{23}, m_{31}, m_{12}\right)=\left(L_{1}, L_{2}, L_{3}\right)$ such that $L^{2}$ has eigenvalues $l(l+1)$ with $l=0,1,2,3, \cdots$. In either $x$ - or $p$-representation, the eigenfunctions of Sec. II are clearly those of coupled four-oscillators. For a single four-oscillator the $£$-invariant eigenfunction takes the form, ${ }^{1}$

$$
\begin{equation*}
F\left(p_{\mu}\right)=P^{\ddagger K} e^{-\frac{1}{\xi} P} L_{n}^{K+1}(P) Y_{K}(\theta, \varphi, \omega), \tag{40}
\end{equation*}
$$

where $Y_{K}(\theta, \varphi, \omega)$ is the four-harmonic discussed in Sec. II and $L_{n}^{K}(P)$ is the $K$ th derivative of the Laguerre polynomial $L_{n}(P)$ of order $n \geq K+1$ given as a function of $P=-p_{\mu} p^{\mu} \geq 0$. For operators, $\left(x_{\mu} x^{\mu}+p_{\mu} p^{\mu}\right)$ and $m_{\mu \nu} m^{\mu \nu}$, for example, we have the eigenvalue equation

$$
\begin{align*}
\frac{1}{4}\left\{x_{\mu} x^{\mu}+p_{\mu} p^{\mu}\right\} F\left(p_{\mu}\right) & =\left(n-\frac{1}{2} K\right) F\left(p_{\mu}\right), \\
\frac{2}{8} m_{\mu \nu} m^{\mu \nu} F\left(p_{\mu}\right) & =\frac{1}{4} K(K+2) F\left(p_{\mu}\right) \\
& =W(W+1) F\left(p_{\mu}\right) . \tag{41}
\end{align*}
$$

For four-oscillators with odd-half spin, the angular momentum operators ( $m_{\mu v}$ ) are replaced by

$$
\begin{align*}
J_{\mu \nu} & =\left(m_{\mu \nu}+\frac{1}{2} \sigma_{\mu \nu}\right)  \tag{42}\\
& =-J_{\nu \mu},
\end{align*}
$$

where $\left(\sigma_{\mu \nu}\right)$ are the six antisymmetrical tensors given by Dirac $\gamma$-matrices, namely

$$
\begin{equation*}
\sigma_{\mu \nu}=(1 / 2 i)\left(\gamma_{\mu} \gamma_{\nu}-\gamma_{\nu} \gamma_{\mu}\right) . \tag{43}
\end{equation*}
$$

According to Cheng (see Appendix in Ref. 1), the eigenfunctions of the new operator, ( $J_{\mu \nu} J^{\mu \nu}$ ) are given by the following "generalized" four-harmonics for odd-half-spin,

$$
\begin{equation*}
\left.\left.\tilde{Y}_{\kappa, \sigma}(\theta, \varphi, \omega)\right\rangle=(Z+K+2) Y_{K}(\theta, \varphi, \omega)\right\rangle \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=\frac{1}{2} \sigma_{\mu \nu} m^{\mu \nu} \tag{45}
\end{equation*}
$$

and the symbol " $\cdots\rangle$ " implies that $Z$ operates to the right on a four-component spinor which is a function of the spincoordinate $\sigma$. Aside from this, Eq. (40) remains the same so that

$$
\begin{equation*}
\left.\left.F\left(p_{\mu}, \sigma\right)\right\rangle=P^{\frac{1}{2} K} e^{-\frac{1}{2} P} L_{n}^{K+1}(P) \tilde{Y}_{K, \sigma}(\theta, \varphi, \omega)\right\rangle \tag{46}
\end{equation*}
$$

is now the eigenfunction for a four-oscillator which carries odd-half spin,

$$
j=\left(l \pm \frac{1}{2}\right)=\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \cdots .
$$

Operating on $\left.\tilde{Y}_{K, \sigma}(\theta, \varphi, \omega)\right\rangle$, we have

$$
\begin{align*}
\left.\frac{1}{2} m_{\mu \nu} m^{\mu \nu} \tilde{Y}_{K, \sigma}\right\rangle & \left.=Z(Z+2) \tilde{Y}_{K, \sigma}\right\rangle  \tag{47}\\
& \left.=K(K+2) \tilde{Y}_{K, \sigma}\right\rangle
\end{align*}
$$

which shows that $\left.F\left(p_{\mu}, \sigma\right)\right\rangle$ is also an eigenfunction of $Z=\frac{1}{2} \sigma_{\mu \nu} m^{\mu \nu}$ for eigenvalue $Z=K$ or $-(K+2)$.

The 36 generators of the group $¢$ are now given by ( $\mathbf{M}_{\mu \nu}, J_{\mu \nu}$ ). Using the commutation relations of Eq. (12), it can be shown that $Z=\frac{1}{2} \sigma_{\mu \nu} m^{\mu \prime}$ commutes with all 36 generators of $g$. This implies that $Z$ is a $\mathcal{G}$-invariant and consequently that the $\mathcal{G}$-invariant mass formula (28) may be modified to include a term linear in $Z$ such that

$$
\begin{align*}
& M=\left\{b_{0}+b_{1} N+b^{\prime} Z\right. \\
& \left.+b_{2}\left(\mathbf{M}_{\mu \nu} \cdot \mathbf{M}^{\mu \nu}-J_{\mu \nu} J^{\nu \mu}+4 N^{2}\right)\right\} . \tag{48}
\end{align*}
$$

Similarly, the symmetry-breaking mass formula of Eq. (37) is now modified in the form

$$
\begin{align*}
M=\left\{b_{0}\right. & +b_{1} N+b_{1}^{\prime} Z+c_{1} T_{3} \\
& \left.+b_{2}\left[W(W+1)-\mathbf{T}^{2}-\frac{1}{4} N^{2}\right]\right\} \tag{49}
\end{align*}
$$

[Here, $b_{1}, b_{1}^{\prime}$, and $b_{2}$ are not necessarily the same as in Eq. (48).] In Eqs. (48) and (49), it is implicit
that, for more than one four-oscillator, $Z$ represents the sum

$$
\begin{equation*}
Z=\sum_{i=1}^{N} Z(i)=\frac{1}{2} \sum_{i=1}^{N} \sigma_{\mu \nu} m^{\mu \nu}(i) \tag{50}
\end{equation*}
$$

where $i=1,2,3, \cdots, N$ for $N$ oscillators. Clearly, Eqs. (48) and (49) are more general than their counterparts of Sec. II since these formulas can be applied to systems of both integer and odd-half integer spins in such a way that, for bosons, we simply equate the term linear in $Z$ to zero and replace ( $J_{\mu \nu} J^{\mu \nu}$ ) by ( $m_{\mu \nu} m^{\mu \nu}$ ).

## IV. REMARKS ON NUCLEAR SYMMETRY

While it would clearly be meaningless to talk of a "nonrelativistic" limit in the subnuclear dimensions, the nonrelativistic counterpart of the present formalism may, however, be of significance with regard to nuclear symmetry. The nonrelativistic counterpart of the 36 -parameter group $\mathcal{G}$ is a 21 -parameter group that is generated by

$$
\begin{equation*}
\left(\mathbf{M}_{k l}, J_{k l}\right) \quad(k, l=1,2,3) \tag{51}
\end{equation*}
$$

which now form the following $(6 \times 6)$ representation:

$$
\begin{align*}
& \bar{M}_{k l}=\left\{\mathbf{M}_{k l} \cdot \tau-i\left(J_{k l}+i I_{k l}\right) \tau_{0}\right\} \\
& =\left[\begin{array}{c:c}
M_{k l}^{(3)}-i\left(J_{k l}+i I_{k l}\right) & M_{k l}^{(i)}-i M_{k l}^{(2)} \\
\hdashline M_{k l}^{(1)}+i M_{k l}^{(2)} & -M_{k l}^{(3)}-i\left(J_{k l}-i I_{k l}\right)
\end{array}\right], \tag{52}
\end{align*}
$$

where $M_{k l}=M_{l k}, J_{k l}=-J_{l k}=\left(m_{k l}+\frac{1}{2} \sigma_{k l}\right)$, and $I_{k l}=\delta_{k l}$ is the identity operator. In this case, the identity operator ( $I_{k l}$ ) replaces the Minkowski metric $G=(-1,-1,-1,+1)$ of $g$. The linear and quadratic invariants $F^{\prime}, F^{\prime \prime}$ are now given by

$$
\begin{align*}
F^{\prime} & =\frac{1}{6} \operatorname{Tr}(\tilde{M} I)=N \\
F^{\prime \prime} & =\frac{1}{6} \operatorname{Tr}(\tilde{M} I \tilde{M} I) \\
& =\frac{1}{3}\left\{\mathbf{M}_{k l} \cdot \mathbf{M}^{l k}-J_{k l} J^{l k}+4 N^{2}\right\} \tag{53}
\end{align*}
$$

Here

$$
\begin{equation*}
N=\frac{1}{3 i} \sum_{i=1}^{N}\left(x_{k} p^{k}-p^{k} x_{k}\right)_{(i)} \tag{54}
\end{equation*}
$$

physically represents the number of nucleons in the nucleus and, therefore, is to be equated to the usual "baryon number," and

$$
\begin{equation*}
J_{1}=J_{23}, \quad J_{2}=J_{31}, \quad J_{3}=J_{12} \tag{55}
\end{equation*}
$$

represent three components of the total angular momentum. In addition, we also have

$$
\begin{align*}
T_{k} & =\frac{1}{4} \operatorname{Tr}\left(M^{(k)} I\right)  \tag{56}\\
& =\frac{1}{4} \sum_{i=1}^{3} M_{l i}^{(k)} \quad(k=1,2,3)
\end{align*}
$$

which satisfy the commutation relations

$$
\begin{equation*}
\left[T_{k}, T_{l}\right]=i_{\epsilon}^{k l m} T_{m} . \tag{57}
\end{equation*}
$$

The precise physical nature of $\left(T_{k}\right)$ is not completely clear; i.e., aside from the fact that $T_{3}$ is one-half of the Hamiltonian of the three-oscillator. One possible interpretation would be to consider them as representing a variation of nuclear quadrupole moments in the sense of Elliot's $U(3)$ generators ${ }^{12}$ which are quadratic in $\left(x_{k}\right)$ and ( $p_{k}$ ).

Among the 22 independent operators of the group, the 9 operators which enter into the diagonal quadrants of Eq. (52) are reciprocity-invariant operators. These nine operators generate the reciprocityinvariant $U(3)$-content of the 21-parameter group. To show this, let us define
$B_{k l}=\frac{1}{2}\left\{M_{k l}^{(3)}-i\left(J_{k l}+i I_{k l}\right)\right\} \quad(k, l=1,2,3)$,
where it is understood that, in $\left(J_{k l}+i I_{k l}\right)$,

$$
\begin{equation*}
m_{k l}+i I_{k l}=\left(x_{k} p_{l}-p_{k} x_{i}\right) \tag{59}
\end{equation*}
$$

for $k=l$ as well as for $k \neq l$. We then have

$$
\begin{equation*}
\left[B_{k l}, B_{m n}\right]=\left\{\delta_{l m} B_{k n}-\delta_{k n} B_{m l}\right\} \tag{60}
\end{equation*}
$$

which is precisely the Lie equation satisfied by the generators of the group $U(3)$. If we consider the $U(3)$-invariant sum,

$$
\begin{align*}
F & =\frac{1}{4} \operatorname{Tr}(B I)  \tag{61}\\
& =\left(T_{3}+\frac{3}{4} N\right)
\end{align*}
$$

as a parameter, we simply have the unimodular group $S U(3)$. In short, use of the nine reciprocityinvariant operators of the diagonal quadrants of Eq. (52) alone results in the $U(3)$-or equivalently the $S U(3)$-scheme of nuclear symmetry which has been previously discussed by Elliot. ${ }^{11}$ However, it should be interesting to see what new results can be obtained by using the whole 21 -parameter group which gives the full dynamic symmetry of the sixdimensional phase space, notwithstanding, of course, the inhomogeneous translational transformations which are not contained in this group.
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#### Abstract

The space-time formalism of elementary particles presented previously is generalized to a complex "internal" Minkowski space described by ( $z_{\mu}, \omega_{\mu}$ ) and ( $z_{\mu}{ }^{*}, \omega_{\mu}{ }^{*}$ ). In this way, we are able to accommodate the dual signatures of the "superselection" operator and the odd-half spins in a natural manner. The full dynamic symmetry group of the 16 -dimensional phase space is a 136 -parameter group $\tilde{\mathcal{G}}$ of which the reciprocity-invariant content is a 64 -parameter group isomorphic with the 64 -parameter Lie group. The complete $\mathscr{\&}$-invariant subgroup of $\widetilde{\mathscr{S}}$ is a 10 -parameter group which is identified as the five-dimensional real "Lorentz" group and which is the "unitary spin"' subgroup of $\widetilde{\mathcal{G}}$. Discussions on the various reduced or subgroup structures of $\tilde{g}$ are given. In particular, the physical nature of the $\mathcal{L}$-invariant generators and possible forms of mass formula are discussed.


## I. INTRODUCTION

PREVIOUSLY, ${ }^{1}$ we presented a theory of elementary particles based on a purely "spacetime" point of view which was developed by using the Born reciprocity principle ${ }^{2}$ (BRP) as a postulate applied to one-fold 'internal' Minkowski space. (Henceforth, we shall refer to Ref. 1 as I.) In the present paper, we now generalize the formalism of I to a two-fold, complex Minkowski space. The canonical operators $\left(x_{\mu}\right),\left(p_{\mu}\right)(\mu=1,2,3,4)$ of the one-fold Minkowski space are now replaced by two sets of complex canonical operators,

$$
\begin{aligned}
& \left(z_{\mu}\right),\left(\omega_{\mu}\right), \\
& \left(z_{\mu}^{*}\right),\left(\omega_{\mu}^{*}\right),
\end{aligned}
$$

where* denotes the complex conjugation. The motive for this generalization is explained as follows.

As Finkelstein et al. ${ }^{3}$ pointed out, the ordinary quantum mechanics is undetermined in the signature of the complex number $(-1)^{\frac{4}{2}}=\eta$ which appears in the canonical commutation relations

$$
\begin{equation*}
\left[x_{\mu}, p_{\nu}\right]=\eta g_{\mu \nu} \tag{1}
\end{equation*}
$$

More precisely, the "superselection" operator $\eta$ is capable of two possible signatures, $\pm i$. This is not to be confused with the fact that $\eta$ changes its sign under a time-reversal operator since, by "two possible signatures," we mean with respect to a fixed sense of time direction. Further, we do not mean a

[^154]change in signature associated with ( $p_{k}^{*}=-p_{k}$, $\left.x_{k}^{*}=x_{k}\right)(k=1,2,3)$, for example, since Eq. (1) remains unchanged under this operation. More properly, the two signatures may be interpreted as two possible "eigenvalues" $(= \pm 1)$ of the real "superselection" operator $\epsilon$ defined by
\[

$$
\begin{equation*}
\eta=i \epsilon \tag{2}
\end{equation*}
$$

\]

where $\epsilon$ changes its sign under a time-reversal operation. We feel that the most general way of accommodating the two possible signatures in a natural manner is to define two sets of canonical operators $\left(z_{\mu}, \omega_{\mu}\right)$ and $\left(z_{\mu}^{*}, \omega_{\mu}^{*}\right)$ such that

$$
\begin{align*}
& {\left[z_{\mu}, \omega_{\nu}\right]=-\left[z_{\mu}^{*}, \omega_{\gamma}^{*}\right],}  \tag{3}\\
& {\left[z_{\mu}, \omega_{\nu}^{*}\right]=\left[z_{\mu}^{*}, \omega_{\nu}\right]=0 .}
\end{align*}
$$

Associating these two sets of canonical operators with the eigenvalues $\epsilon^{\prime}=( \pm 1)$ of the "superselection" operator, we shall henceforth use the notation $z_{\mu}^{( \pm)}, \omega_{\mu}^{( \pm)}$.

For a second reason for introducing the complex Minkowski space, it may be recalled that, in I, the description of odd-half spins required the ad hoc introduction of the Dirac $\gamma$-matrices or more specifically that the existence of odd-half spins was assumed, and not deduced, unlike the case of integer spins. By using complex operators, it is possible to treat odd-half spins with no less rigor than the integer spins. In this connection, it seems pertinent to mention the Vigier theory ${ }^{4}$ in which spin is defined in terms of operators of complex Euclidean four-space and both integer and odd-half-integer spins are obtained in a natural manner. It is also

[^155]clear that the Vigier description of spins can be accommodated in the present formalism since the symmetry of the "rotator" motion in complex Minkowski space is naturally described by complex Euclidean four-group.

Aside from the replacement of the one-fold Minkowski space of I by a two-fold complex Minkowski space, the mathematical method adopted here is essentially the same as in I. Instead of the eightdimensional phase space of I, we now have a 16 dimensional phase space to work on. The full dynamic symmetry of the 16 -dimensional phase space is given by 136 -parameter group $\tilde{\mathcal{G}}$, which is generated by 136 independent operators which are bilinear in ( $z_{\mu}^{( \pm)}$), $\left(\omega_{\mu}^{( \pm)}\right)$. The group $\tilde{\mathcal{G}}$ contains two 36-parameter groups $\mathcal{G}^{(+)}$and $\mathcal{S o}^{-3}$ (i.e., of I) as disjoint subgroups, i.e.,

$$
\begin{equation*}
g^{(+)} \otimes \mathfrak{g}^{(-)} \subset \tilde{g} \tag{4}
\end{equation*}
$$

where it is understood that each of the two 36parameter groups has the structure

$$
\begin{equation*}
S U(2)^{( \pm)} \otimes \mathscr{L}^{( \pm)} \subset \mathcal{G}^{( \pm)} \tag{5}
\end{equation*}
$$

in which $\mathcal{L}$ is homogeneous Lorentz group and $S U(2)$ is the $x-p$ rotation group containing the Born reciprocity transformations. In the reduced representation, $乌^{(+)} \otimes \mathcal{G}^{(-)}$of Eq. (4), the various interpretations of I regarding the physical aspects of the 36parameter group $\mathcal{G}$ and its representations remain unchanged here, aside from the obvious fact that we now have twice as large representations as in I.

In addition to Eq. (4), there exists another useful chain of reduction for the group $\tilde{\mathcal{S}}$,

$$
\begin{equation*}
\mathfrak{L} \otimes G_{(10)} \subset \tilde{g} \tag{6}
\end{equation*}
$$

where $\mathscr{L}$ is homogeneous Lorentz group, and $G_{(10)}$ is a 10 -parameter group disjoint from $\&$ and is generated by ten $\&$-invariant operators constructed from $\left(z_{\mu}^{( \pm)}\right)$, ( $\left.\omega_{\mu}^{( \pm)}\right)$. We identify $G_{(10)}$ as a fivedimensional real "Lorentz" group which is isomorphic with the 10 -parameter Lie group of Dirac $\gamma$-matrices discussed by Barut. ${ }^{5}$ Since the essential properties of Eq. (4) are known from I, we devote much of the discussions in the present paper to the group $G_{(10)}$. Because of the $\mathcal{L}$ invariance of $G_{(10)}$, we identify it as the "unitary spin" group. Discussions regarding physical aspects of the generators, $G_{(10)^{-}}$ invariant and symmetry-breaking forms of mass formula, etc., are given.
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## II. SYMMETRY OF 16-DIMENSIONAL PHASE SPACE

In place of the 36 -bilinear operators of $I$, we now have 136 independent operators which are constructed by linearly combining the following bilinear operators:

$$
\left.\begin{array}{l}
\widetilde{Z}_{\mu}^{( \pm)} \tau_{i} Z_{\nu}^{( \pm)}, \\
\widetilde{Z}_{\mu}^{( \pm)} \tau_{i} Z_{\nu}^{(\mp)}
\end{array} \quad \begin{array}{r}
i=0,1,2,3  \tag{7}\\
\mu, \nu=1,2,3,4
\end{array}\right),
$$

where $\left(\tau_{i}\right)$ denote the $2 \times 2$ "isotopic spin" matrices, and

$$
Z_{\mu}^{( \pm)}=\binom{z_{\mu}^{( \pm)}}{\omega_{\mu}^{( \pm)}}, \quad \tilde{Z}_{\mu}^{( \pm)}=\left(z_{\mu}^{( \pm)}, \omega_{\mu}^{( \pm)}\right)
$$

Excluding the bilinear operators representing the commutation rules

$$
\begin{align*}
& {\left[z_{\mu}^{( \pm)}, \omega_{\nu}^{( \pm)}\right]= \pm i g_{\mu v},}  \tag{8}\\
& {\left[z_{\mu}^{(+)}, \omega_{v}^{(-)}\right]=\left[z_{\mu}^{(-)}, \omega_{\nu}^{(+)}\right]=0,}
\end{align*}
$$

where ( $g_{\mu \nu}$ ) denote the Minkowski metric tensors as defined in I, we have the following 136 independent operators:

$$
\begin{aligned}
A_{\mu \nu}^{(1)} & =z_{\mu}^{(+)} z_{\nu}^{(+)}-\omega_{\mu}^{(+)} \omega_{\nu}^{(-)}, \\
A_{\mu \nu}^{(2)} & =z_{\mu}^{(+)} \omega_{\nu}^{(+)}+\omega_{\mu}^{(+)} z_{\nu}^{(+)}, \\
A_{\mu \nu}^{(3)} & =z_{\mu}^{(+)} z_{\nu}^{(+)}+\omega_{\mu}^{(+)} \omega_{\nu}^{(+)}, \\
C_{\mu \nu}^{(1)} & =z_{\mu}^{(+)} z_{\nu}^{(-)}-\omega_{\mu}^{(+)} \omega_{\nu}^{(-)}, \\
C_{\mu \nu}^{(2)} & =z_{\mu}^{(+)} \omega_{\nu}^{(-)}+\omega_{\mu}^{(+)} z_{\nu}^{(-)}, \\
C_{\mu \nu}^{(3)} & =z_{\mu}^{(+)} z_{\nu}^{(-)}+\omega_{\mu}^{(+)} \omega_{\nu}^{(-)}, \\
B_{\mu \nu}^{(1)} & =z_{\mu}^{(-)} z_{\nu}^{(-)}-\omega_{\mu}^{(-)} \omega_{\nu}^{(-)}, \\
B_{\mu \nu}^{(2)} & =z_{\mu}^{(-)} \omega_{\nu}^{(-)}+\omega_{\mu}^{(-)} z_{\nu}^{(-)}, \\
B_{\mu \nu}^{(3)} & =z_{\mu}^{(-)} z_{\nu}^{(-)}+\omega_{\mu}^{(-)} \omega_{\nu}^{(-)}, \\
D_{\mu \nu} & =z_{\mu}^{(+)} \omega_{\nu}^{(-)}-\omega_{\mu}^{(+)} z_{\nu}^{(-)}, \\
m_{\mu \nu}(+) & =z_{\mu}^{(+)} \omega_{\nu}^{(+)}-\omega_{\mu}^{(+)} z_{\nu}^{(+)}, \\
m_{\mu \nu}(-) & =z_{\mu}^{(-)} \omega_{\nu}^{(-)}-\omega_{\mu}^{(-)} z_{\nu}^{(-)},
\end{aligned}
$$

(Here and henceforth, it is to be understood that the raising and lowering of the vector indices are defined in the same manner as in I. That is,

$$
\begin{array}{ll}
z^{( \pm) \mu}=g^{\mu \nu} z_{\nu}^{( \pm)}, & z_{\mu}^{( \pm)}=g_{\mu} z^{( \pm) \nu} \\
\omega^{( \pm) \mu}=g^{\mu \nu} \omega_{\nu}^{( \pm)}, & \omega_{\mu}^{( \pm)}=g_{\mu \nu} \omega^{( \pm) \nu}
\end{array}
$$

and so forth.) To prove that the 136 operators of Eq. (9) form a group, it should suffice to show that.
they generate a closed commutation algebra. Using the commutation rules of Eq. (8), we obtain

$$
(1 / i)\left[B_{\mu \nu}^{(k)}, m_{\lambda \kappa}(-)\right]
$$

$$
=\left\{-g_{\nu k} B_{\mu \lambda}^{(k)}+g_{\mu k} B_{\nu \lambda}^{(k)}-g_{\mu \lambda} B_{\nu k}^{(k)}-g_{\nu \lambda} B_{\mu \mu}^{(k)}\right\},
$$

$$
\left[A_{\mu \nu}^{(k)}, m_{\lambda \kappa}(-)\right]=\left[B_{\mu \nu}^{(k)}, m_{\lambda_{\kappa}}(+)\right]=0
$$

$$
(1 / i)\left[D_{\mu v}, m_{\lambda k}(+)\right]=\left\{g_{\mu x} D_{\lambda \nu}-g_{\mu \lambda} D_{k \nu}\right\}
$$

$$
(1 / i)\left[D_{\mu v}, m_{\lambda \kappa}(-)\right]=\left\{g_{\nu \lambda} D_{\mu k}-g_{\nu x} D_{\mu \lambda}\right\}
$$

$$
(1 / i)\left[C_{\mu \nu}^{(k)}, m_{\lambda \kappa}(+)\right]=\left\{g_{\mu x} C_{\lambda \nu}^{(k)}-g_{\mu \nu} C_{\kappa \nu}^{(k)}\right\}
$$

$$
(1 / i)\left[C_{\mu \nu}^{(k)}, m_{\lambda k}(-)\right]=\left\{g_{\nu \lambda} C_{\mu k}^{(k)}-g_{\nu x} C_{\mu \lambda}^{(k)}\right\},
$$

$$
\begin{equation*}
(1 / i)\left[D_{\mu v}, D_{\lambda k}\right]=-\left\{g_{\kappa}, m_{\mu \lambda}(+)-g_{\mu \lambda} m_{r k}(-)\right\} \tag{10}
\end{equation*}
$$

where $k, l, m=1,2,3$, and the structure constant $\tilde{\epsilon}^{k l m}$ are defined by

$$
\begin{align*}
& \bar{\epsilon}^{123}=\epsilon^{123}, \\
& \bar{\epsilon}^{231}=-\epsilon^{231},  \tag{11}\\
& z^{312}=-\epsilon^{312},
\end{align*}
$$

$$
\begin{aligned}
& (1 / i)\left[A_{\mu \nu}^{(k)}, A_{\lambda k}^{(l)}\right] \\
& =\epsilon^{k l m}\left\{g_{\nu \lambda} A_{\mu \kappa}^{(m)}+g_{\mu \lambda} A_{\nu \kappa}^{(m)}+g_{\nu \kappa} A_{\lambda \mu}^{(m)}+g_{\mu \kappa} A_{\lambda \nu}^{(m)}\right\}, \\
& (1 / i)\left[B^{(k)}, B^{(l)}\right] \\
& =-\epsilon^{k l m}\left\{g_{\nu \lambda} B_{\mu \Sigma}^{(m)}+g_{\mu \lambda} B_{\nu \kappa}^{(m)}+g_{\nu \kappa} B_{\lambda \mu}^{(m)}+g_{\mu \kappa} B_{\lambda \nu}^{(m)}\right\}, \\
& (1 / i)\left[C_{\mu \nu}^{(k)}, C_{\lambda k}^{(l)}\right]=-\epsilon^{k l m}\left\{g_{\nu k} A_{\mu \lambda}^{(m)}-g_{\mu \lambda} B_{\nu k}^{(m)}\right\}, \\
& {\left[A_{\mu \nu}^{(k)}, B_{\lambda k}^{(l)}\right] \equiv 0,} \\
& (1 / i)\left[A_{\mu \nu}^{(k)}, C_{\lambda \kappa}^{(l)}\right]=\epsilon^{k l m}\left\{g_{\mu \lambda} C_{\nu \kappa}^{(m)}+g_{\nu \lambda} C_{\mu k}^{(m)}\right\}, \\
& (1 / i)\left[B_{\mu \nu}^{(k)}, C_{\lambda_{k}}^{(l)}\right]=-\epsilon^{k l m}\left\{g_{\mu k} C_{\lambda \nu}^{(m)}+g_{\nu \kappa} C_{\lambda_{\mu}}^{(m)}\right\} \text {, } \\
& (1 / i)\left[D_{\lambda \kappa}, B_{\mu \nu}^{(k)}\right]=\left\{g_{\mu \kappa} C_{\lambda \nu}^{(k)}+g_{\nu x} C_{\lambda_{\mu}}^{(k)}\right\}, \\
& (1 / i)\left[D_{\mu \nu}, C_{\lambda k}^{(k)}\right]=\left\{g_{\nu \kappa} A_{\mu \lambda}^{(k)}+g_{\mu \lambda} B_{\nu \kappa}^{(k)}\right\}, \\
& (1 / i)\left[C_{\mu \nu}^{(k)}, C_{\lambda k}^{(L)}\right]=-\epsilon^{k l m}\left\{g_{\nu x} A_{\mu \lambda}^{(m)}-g_{\mu \lambda} B_{\nu k}^{(m)}\right\}, \\
& (1 / i)\left[m_{\mu \nu}(+), m_{\lambda \kappa}(+)\right](\mu \neq \nu, \lambda \neq \kappa) \\
& =-(1 / i)\left[A_{\mu \nu}^{(k)}, A_{\lambda k}^{(k)}\right]=\left\{-g_{\mu x} m_{\nu \lambda}(+)+g_{\nu k} m_{\mu \lambda}(+)\right. \\
& \left.-g_{\nu \lambda} m_{\mu \kappa}(+)+g_{\mu \lambda} m_{\nu x}(+)\right\}, \\
& (1 / i)\left[m_{\mu \nu}(-), m_{\lambda \kappa}(-)\right](\mu \neq \nu, \lambda \neq \kappa) \\
& =-(1 / i)\left[B_{\mu \nu}^{(k)}, B_{\lambda \kappa}^{(k)}\right]=\left\{g_{\mu k} m_{\nu \lambda}(-)-g_{\nu \kappa} m_{\mu \lambda}(-)\right. \\
& \left.+g_{\nu \lambda} m_{\mu \kappa}(-)-g_{\mu \lambda} m_{\nu \kappa}(-)\right\}, \\
& {\left[m_{\mu \nu}(+), m_{\lambda \varepsilon}(-)\right] \equiv 0,} \\
& (1 / i)\left[A_{\mu \nu}^{(k)}, m_{\lambda x}(+)\right] \\
& =\left\{g_{\nu \kappa} A_{\mu \lambda}^{(k)}+g_{\mu \kappa} A_{\nu \lambda}^{(k)}-g_{\mu \lambda} A_{\nu \kappa}^{(k)}-g_{\nu \lambda} A_{\mu \kappa}^{(k)}\right\},
\end{aligned}
$$

where

$$
\epsilon^{k l m}=\left\{\begin{array}{l}
+1: k, l, m=1,2,3 \text { in cyclic order } ; \\
-1: \text { otherwise }(k \neq l \neq m)
\end{array}\right.
$$

Equation (10) shows that the commutation algebra is closed and, therefore, that the 136 operators of Eq. (9) form a group, ģ. To understand the mathematical and physical nature of this large group, it might be well to examine some of its subgroup or reduced structures.

$$
\text { III. } \mathcal{G}^{(+)} \otimes \mathcal{G}^{(-)} \subset \tilde{\mathcal{G}}
$$

Inspection of Eq. (10) reveals that each of the two sets of 36 operators,

$$
\begin{equation*}
\left(-i A_{\mu \nu}^{(1)}, i A_{\mu \nu}^{(2)}, A_{\mu \nu}^{(3)}, m_{\mu \nu}(+)\right) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(i B_{\mu \nu}^{(1)},-i B_{\mu \nu}^{(2)},-B_{\mu \nu}^{(3)}, m_{\mu \nu}(-)\right), \tag{13}
\end{equation*}
$$

forms a 36-parameter group of the type discussed in I. Let us denote these by $\mathcal{G}^{(+)}$and $\mathcal{G}^{(-)}$, respectively. Since the two sets of operators commute with each other, they form two 36-parameter groups which are disjoint from each other. In the $(16 \times 16)$ representation, the 136 -parameter group contains the $(8 \times 8)$ representations of $\mathcal{G}^{(+)}$and $g^{(-)}$in the form

$$
\left[\begin{array}{c:c}
\mathcal{G}^{(+)} & ----  \tag{14}\\
\hdashline & \mathcal{G}^{(-)}
\end{array}\right]
$$

in the reduction, $\mathcal{G}^{(+)} \otimes \mathcal{G}^{(-)} \subset \tilde{\mathcal{G}}$. The crossed symmetry operations between $\varsigma^{(+)}$and $\varsigma^{(-)}$are defined by ( $C_{\mu \nu}^{(k)}, D_{\mu \mu}$ ) (and their complex-conjugate representations) which enter in the off-diagonal quadrants of Eq. (14). In the "double $\mathcal{G}$ " representation, $\mathcal{G}^{(+)} \otimes \mathcal{G}^{(-)}$, the results of $I$ can be used without modification since, in the present case, we merely have the representations of I increased two-fold without involving any change in the nature of the generators.

## IV. RECIPROCITY-INVARIANT CONTENT OF $\mathbb{G}$

It is seen that not all 136 operators of Eq. (9) are invariant under the reciprocity transformations ${ }^{1}$

$$
\begin{align*}
& \left(z_{\mu}^{(+)}, \omega_{\mu}^{(+)}\right) \rightarrow\left( \pm \omega_{\mu}^{(+)}, \mp z_{\mu}^{(+)}\right),\left( \pm z_{\mu}^{(+)}, \pm \omega_{\mu}^{(+)}\right),  \tag{15}\\
& \left(z_{\mu}^{(-)}, \omega_{\mu}^{(-)}\right) \rightarrow\left( \pm \omega_{\mu}^{(-)}, \mp z_{\mu}^{(-)}\right),\left( \pm z_{\mu}^{(-)}, \pm \omega_{\mu}^{(-)}\right) .
\end{align*}
$$

In all, there exist 64 reciprocity-invariant operators in Eq. (9). These operators, given by

$$
\left[\begin{array}{ccc}
A_{\mu \nu}^{(3)}, & B_{\mu \nu}^{(3)}, & C_{\mu \nu}^{(3)}  \tag{16}\\
D_{\mu \nu}, & m_{\mu \nu}(+), & m_{\mu \nu}(-)
\end{array}\right],
$$

generate a 64 -parameter group $G L(8)$ which is isomorphic with 64 -parameter Lie group. To show this, it is convenient to use the $(8 \times 8)$ representation of the generators defined as follows. Let us define 64 generators $\left(U_{a b}\right)=\left(U_{\alpha \beta, \mu \nu}\right)(a, b=$ $1,2,3, \cdots, 8 ; \alpha, \beta=1,2 ; \mu, \nu=1,2,3,4)$ such that

$$
\begin{align*}
U_{11, \mu \nu} & =\frac{1}{2}\left\{A_{\mu \nu}^{(3)}-i m_{\mu \nu}(+)+i g_{\mu \nu}\right\}, \\
U_{22, \mu \nu} & =-\frac{1}{2}\left\{B_{\mu \nu}^{(3)}-i m_{\mu \nu}(-)-i g_{\mu \nu}\right\},  \tag{17}\\
U_{12, \mu \nu} & =\frac{1}{2} i\left\{C_{\mu \nu}^{(3)}-i D_{\mu \nu}\right\}, \\
U_{21, \mu \nu} & =\frac{1}{2} i\left\{C_{\mu \nu}^{(3)}+i D_{\mu \nu}\right\},
\end{align*}
$$

where it is understood that

$$
\begin{aligned}
& m_{\mu \nu}(+)+i g_{\mu \nu}=z_{\mu}^{(+)} \omega_{\nu}^{(+)}-\omega_{\mu}^{(+)} z_{\nu}^{(+)}, \\
& m_{\mu \nu}(-)-i g_{\mu \nu}=z_{\mu}^{(-)} \omega_{\nu}^{(-)}-\omega_{\mu}^{(-)} z_{\nu}^{(-)},
\end{aligned}
$$

for $\mu=\nu$ as well as $\mu \neq \nu$. The $(8 \times 8)$ representation then takes the form

$$
U_{\mu \nu}=\frac{1}{2}\left[\begin{array}{c:c}
A_{\mu \nu}^{(3)}-i\left[m_{\mu \nu}(+)+i g_{\mu \nu}\right] & i C_{\mu \nu}^{(3)}+D_{\mu \nu}  \tag{18}\\
\hdashline i C_{\mu \nu}^{(3)}-D_{\mu \nu} & -B_{\mu \nu}^{(3)}-i\left[m_{\mu v}(-)-i g_{\mu \nu}\right.
\end{array}\right] .
$$

According to Eq. (10), the $\left(U_{a b}\right)(a, b=1,2,3$, $\cdots, 8$ ) satisfy the following relations:

$$
\begin{equation*}
\left[U_{a b}, U_{c d}\right]=\left\{g_{b c} U_{a d}-g_{a d} U_{b c}\right\} \tag{19}
\end{equation*}
$$

where

$$
g_{a b}=\delta_{\alpha \beta} g_{k p=} g_{b a}: \begin{align*}
& \alpha, \beta=1,2,  \tag{20}\\
& \mu, \nu=1,2,3,4
\end{align*}
$$

for $(a ; b)=(\alpha, \mu ; \beta, \nu)$. This is precisely the commutation relation of 64 -parameter Lie group; e.g., the 64 -parameter Lie group formed by the $(8 \times 8)$ matrices which are constructed from Dirac $\gamma$-matrices and "isotopic spin" matrices ( $\tau_{i}$ ) $(i=0,1$, 2,3 ). As for the reduced structure of the 64-parameter group $G L(8)$, it may be pointed out that $G L(8)$ contains two 16 -parameter groups $\mathcal{L}^{\prime}$ as disjoint subgroups, where each of two $\mathfrak{L}^{\prime}$ is generated by 16 operators shown in the two diagonal quadrants of Eq. (18). Thus,

$$
\begin{equation*}
G L(8) \supset \mathscr{L}^{\prime} \otimes \mathscr{L}^{\prime} . \tag{21}
\end{equation*}
$$

The properties of $\mathfrak{L}^{\prime}$ were discussed in I. In particular, it may be recalled that

$$
\begin{equation*}
\mathscr{L}^{\prime} \supset T_{3} \otimes \mathscr{L} \tag{22}
\end{equation*}
$$

where $T_{\mathrm{s}}$ is the $z$-component of "isotopic spin" $T$ and $\mathcal{\&}$ is the homogeneous Lorentz group.

Among the 64 generators of $G L(8)$, there exist four $\&$-invariant operators given by

$$
\begin{align*}
A^{(3)} & =\operatorname{Tr}_{(4)}\left(A^{(3)} G\right)=g^{\mu \nu} A_{\mu \nu}^{(3)}, \\
B^{(3)} & =\operatorname{Tr}_{(4)}\left(B^{(3)} G\right)=g^{\mu \nu} B_{\mu \nu}^{(3)},  \tag{23}\\
C^{(3)} & =\operatorname{Tr}_{(4)}\left(C^{(3)} G\right)=g^{\mu \nu} C_{\mu \nu}^{(3)}, \\
D & =\operatorname{Tr}_{(4)}(D G)=g^{\mu \nu} D_{\mu \nu}, \tag{28}
\end{align*}
$$

which commute with the generators $\left\{m_{\mu \nu}(+)+\right.$ $\left.m_{\mu \nu}(-)\right\}$ of the homogeneous Lorentz group $\mathcal{L}$. By linearly combining Eq. (23), let us define ( $U_{i}$ ) ( $j=0,1,2,3$ ):
$U_{1}=\frac{1}{2} i C^{(3)}, \quad U_{2}=\frac{1}{2} i D$,
$U_{3}=\frac{1}{4}\left(A^{(3)}+B^{(3)}\right), \quad U_{0}=\frac{1}{2}\left(A^{(3)}-B^{(3)}\right)$.
These operators satisfy the commutation relations

$$
\begin{align*}
& {\left[U_{i}, U_{i}\right]=\epsilon^{i j k} U_{k} \quad(i, j, k=1,2,3),}  \tag{25}\\
& {\left[U_{k}, U_{0}\right]=0 .}
\end{align*}
$$

This shows that the four operators $\left(U_{j}\right)$ generate the group

$$
\begin{equation*}
U(2)=U_{0} \otimes S U(2) \tag{26}
\end{equation*}
$$

which gives the symmetry of the $z^{(+)}-z^{(-)}$rotations or the conjugation operations. More specifically, the transformations of Eq. (26) induce exchange and rotations between ( $z_{\mu}^{(+)}, \omega_{\mu}^{(+)}$) and $\left(z_{\mu}^{(-)}, \omega_{\mu}^{(-)}\right)$without affecting the four-vector indices $\mu=1,2,3,4$ and without affecting the $z-\omega$ (i.e., $x-p$ ) symmetry. Thus, the 64-parameter group GL(8) has, as a reduced structure, the representation

$$
\begin{equation*}
U(2) \otimes \perp \subset G L(8) \tag{27}
\end{equation*}
$$

where $\&$ is the 12 -parameter Lorentz group

$$
\mathcal{L}^{(+)} \otimes \mathfrak{L}^{(-)}
$$

which is isomorphic with the 12 -parameter complex bilateral group $R(4) \otimes R(4)$ of Vigier's theory. ${ }^{*}$

The invariant (Casimir) operator of $G L(8)$ is given by

$$
F^{\prime}=\operatorname{Tr}_{(8)}(U G)=\left(U_{0}+N\right)
$$

where $U_{0}$ is defined in Eq. (24) and $N$ is an integer parameter. A second invariant of the group is given by

$$
\begin{align*}
F^{\prime \prime}= & \operatorname{Tr}_{(8)}(U G U G) \\
= & 2\left\{\mathrm{U}_{\mu \nu} \cdot \mathrm{U}^{\nu \mu}+\frac{1}{4} U_{\mu \nu}^{(0)} U^{(0) \mu \nu}+\frac{1}{2} U_{0} N\right. \\
& +4 N^{2}-\frac{1}{8}\left(m_{\mu \nu}(+) m^{\nu \mu}(+)\right. \\
& \left.\left.+m_{\mu \nu}(-) m^{\nu \mu}(-)\right)\right\} \tag{29}
\end{align*}
$$

where we have put

$$
\begin{align*}
\mathrm{U}_{\mu \nu} & =\left(U_{\mu \nu}^{(1)}, U_{\mu \nu}^{(2)}, U_{\mu \nu}^{(3)}\right), \quad U_{\mu \nu}^{(0)}=\frac{1}{2}\left(A_{\mu \nu}^{(3)}-B_{\mu \nu}^{(3)}\right), \\
U_{\mu \nu}^{(1)} & =\frac{1}{2} i C_{\mu \nu}^{(3)}, \quad U_{\mu \nu}^{(2)}=\frac{1}{2} i D_{\mu \nu},  \tag{30}\\
U_{\mu \nu}^{(3)} & =\frac{1}{4}\left(A_{\mu \nu}^{(3)}+B_{\mu \nu}^{(3)}\right) .
\end{align*}
$$

In general, the invariants of $G L(8)$ are defined by

$$
\begin{equation*}
\operatorname{Tr}_{(8)}(U G U G \cdots U G) \tag{31}
\end{equation*}
$$

As in I , the tensor products such as $\mathrm{U}_{\mu \nu} \cdot \mathrm{U}^{\mu \nu}$, $U_{\mu \nu}^{(0)} U^{(0) \nu \mu}$ and $m_{\mu \nu}(土) m^{\nu \mu}( \pm)$ may be reduced into more meaningful forms which are given in terms of $\mathrm{U} \cdot \mathrm{U}=U_{1}^{2}+U_{2}^{2}+U_{3}^{2}, U_{0}, W_{ \pm}\left(W_{ \pm}+1\right)$, and $N$, etc.

## V. SPIN AND THE COMPLETE \&-INVARIANT SUBGROUP

Among 136 generators of $\mathfrak{g}$, there exist 10 operators which commute with generators of the homogeneous Lorentz group $\mathscr{L}$, given by

$$
\begin{align*}
& A_{k}=\operatorname{Tr}_{(4)}\left(A^{(k)} G\right)=g^{\mu \nu} A_{\mu \nu}^{(k)}, \\
& B_{k}=\operatorname{Tr}_{(4)}\left(B^{(k)} G\right)=g^{\mu \nu} B_{\mu \nu}^{(k)}, \\
& C_{k}=\operatorname{Tr}_{(4)}\left(C^{(k)} G\right)=g^{\mu \nu} C_{\mu \nu}^{(k)},  \tag{32}\\
& D=\operatorname{Tr}_{(4)}(D G)=g^{\mu \nu} D_{\mu \nu},
\end{align*}
$$

where $k=1,2,3$. Out of these, the four reciprocityinvariant operators ( $A_{3}, B_{3}, C_{3}, D$ ) were shown (in Sec. IV) to generate the $z-z^{*}$ rotation group $U(2)$. These ten operators commute with the antisymmetrical operators,

$$
\begin{align*}
\sum_{\mu \nu} & =m_{\mu \nu}(+)+m_{\mu \nu}(-)  \tag{33}\\
& =-\sum_{\nu \mu}:(\mu \neq \nu),
\end{align*}
$$

which generate the 6 -parameter homogeneous Lorentz group \&. According to the commutation relations of Eq. (10), the ten $\&$-invariant operators of Eq. (32) generate a closed commutation algebra and, therefore, form a 10 -parameter group, which we denote as $G_{(10)}$. Consequently, we have another interesting reduction chain,

$$
\begin{equation*}
\mathscr{L} \otimes G_{(10)} \subset \tilde{\mathcal{G}} \tag{34}
\end{equation*}
$$

in addition to $\mathcal{G}^{(+)} \otimes \mathcal{G}^{(-)}$discussed in Sec. III.

Let us first discuss the rotator representations of $m_{\mu \nu}(+) \otimes m_{\mu \nu}(-)$ of which the six-parameter group $\mathfrak{\&}$ generated by ( $\Sigma_{\mu \nu}$ ) of Eq. (33) is a subgroup. The "left" and "right" rotations of the bilateral four-rotation group are defined by the $4 \times 4$ matrices $L_{k}^{( \pm)}$and $R_{k}^{( \pm)}(k=1,2,3)$, respectively, in the following manner:

$$
\begin{align*}
& \delta z_{\mu}^{( \pm)}=\sum_{v=1}^{4} \sum_{k=1}^{3} \delta c_{k}^{( \pm)}\left(L_{k}^{( \pm)}\right)_{\mu \nu} z_{v}^{( \pm)},  \tag{35}\\
& \delta z_{\mu}^{( \pm)}=\sum_{\nu=1}^{4} \sum_{k=1}^{3} \delta c_{k}^{( \pm)}\left(R_{k}^{( \pm)}\right)_{\mu \nu} z_{v}^{( \pm)},
\end{align*}
$$

where $\delta c_{k}^{(t)}$, $\delta c_{k}^{( \pm)}(k=1,2,3)$ are 12 arbitrary infinitesimal parameters. In terms of $L_{k}^{( \pm)}$and $R_{k}^{( \pm)}$, the "left"-spins $M_{k}^{( \pm)}$and the "right"-spins $N_{k}^{( \pm)}$ are defined by

$$
\begin{align*}
M_{k}^{( \pm)} & = \pm \frac{1}{2 i} \sum_{\mu, \nu=1}^{4} \omega_{\mu}^{( \pm)}\left(L_{k}^{( \pm)}\right)_{\mu \nu} z_{\nu}^{( \pm)}  \tag{36}\\
N_{k}^{( \pm)} & = \pm \frac{1}{2 i} \sum_{\mu, \nu=1}^{4} \omega_{\mu}^{( \pm)}\left(R_{k}^{( \pm)}\right)_{\mu \nu} z_{\nu}^{( \pm)}
\end{align*}
$$

These satisfy the commutation relations

$$
\begin{align*}
& {\left[M_{i}^{( \pm)}, M_{i}^{( \pm)}\right]} \\
& =i_{\epsilon}^{i j k} M_{k}^{(\star)}, \\
& {\left[M_{i}^{( \pm)}, N_{i}^{( \pm)}\right]} \\
& =\left[M_{i}^{( \pm)}, M_{i}^{(\mp)}\right]=\left[N_{i}^{( \pm)}, N_{i}^{(\mp)}\right]=0,  \tag{37}\\
& {\left[N_{i}^{( \pm)}, N_{i}^{( \pm)}\right]} \\
& =i \epsilon^{i i k} N_{k}^{( \pm)}:(i, j, k=1,2,3) .
\end{align*}
$$

Let us define

$$
\begin{align*}
& M^{2}( \pm)=\sum_{i=1}^{3}\left(M_{i}^{( \pm)}\right)^{2}  \tag{38}\\
& N^{2}( \pm)=\sum_{i=1}^{3}\left(N_{i}^{( \pm)}\right)^{2}
\end{align*}
$$

Operating on the four-harmonics $Y_{K \pm}\left(\theta^{ \pm}, \varphi^{ \pm}, \psi^{ \pm}\right)$ ( $K_{ \pm}=0,1,2,3, \cdots$ ), we have

$$
\begin{align*}
M^{2}( \pm) Y_{K_{ \pm}} & =N^{2}( \pm) Y_{K_{ \pm}} \\
& =\frac{1}{4} K_{ \pm}\left(K_{ \pm}+2\right) Y_{K_{ \pm}}  \tag{39}\\
& =W_{ \pm}\left(W_{ \pm}+1\right) Y_{K_{ \pm}}
\end{align*}
$$

where $W_{ \pm}=\frac{1}{2} K_{ \pm}=0, \frac{1}{2}, 1, \frac{3}{2}, \cdots$. Thus, magnitudes of the "left" and "right" spins are identical and are equal to $W_{ \pm}=\frac{1}{2} K_{ \pm}$.

While ( $M_{i}^{(+)}, N_{i}^{(-)}$) and ( $M_{i}^{(-)}, N_{i}^{(-)}$), separately, do not commute with ( $C_{k}$ ) and $D$ of Eq. (32), the symmetrized "left" and "right" spins,

$$
\begin{align*}
J_{i}^{\prime} & =\frac{1}{2} \sum_{i}^{\prime}=\left(M_{i}^{(+)}+M_{i}^{(-)}\right),  \tag{40}\\
J_{i}^{\prime \prime} & =\frac{1}{2} \sum_{i}^{\prime \prime}=\left(N_{i}^{(+)}+N_{i}^{(-)}\right),
\end{align*}
$$

however, commute with all ten generators of the group $G_{(10)}$. The six operators of Eq. (40) are, then, the generators of the homogeneous Lorentz group \& in the reduction of Eq. (34). According to Eq. (37), we have

$$
\begin{align*}
{\left[J_{i}^{\prime}, J_{i}^{\prime}\right] } & =i \epsilon^{i j k} J_{k}^{\prime}, \\
{\left[J_{i}^{\prime \prime}, J_{i}^{\prime \prime}\right] } & =i \epsilon^{i i k} J_{k}^{\prime \prime},  \tag{41}\\
{\left[J_{i}^{\prime}, J_{i}^{\prime \prime}\right] } & =0 .
\end{align*}
$$

Further, the "left" and "right" spins have identical eigenvalues or more precisely

$$
\begin{equation*}
J^{\prime}\left(J^{\prime}+1\right)=J^{\prime \prime}\left(J^{\prime \prime}+1\right)=J(J+1) \tag{42}
\end{equation*}
$$

where $J=0, \frac{1}{2}, 1, \frac{3}{2}, \cdots$. We identify $J$ as the spin. Unlike I, then, the odd-half spins appear as naturally as do the integer spins. The present definition of the spin is basically the same as in Vigier's theory ${ }^{4}$ in which the odd-half spins are also defined in this manner. With this much on spin, let us now turn to the $£$-invariant group $G_{(10)}$.

## VI. THE "UNITARY SPIN" SUBGROUP OF $\tilde{\mathcal{G}}$

Since all 10 generators of $G_{(10)}$ commute with the generators of the homogeneous Lorentz group $\mathfrak{L}$, it seems reasonable to identify $G_{(10)}$ as the "unitary spin" subgroup of $\tilde{g}$. Let us represent the 10 operators of Eq. (32) as follows:

$$
\begin{array}{lll}
A_{1}^{\prime}=-\frac{1}{4} i A_{1}, & B_{1}^{\prime}=+\frac{1}{4} i B_{1}, & C_{1}^{\prime}=-\frac{1}{2} C_{1} \\
A_{2}^{\prime}=+\frac{1}{4} i A_{2}, & B_{2}^{\prime}=-\frac{1}{4} i B_{2}, & C_{2}^{\prime}=+\frac{1}{2} C_{2} \\
A_{3}^{\prime}=\frac{1}{4} A_{3}, & B_{3}^{\prime}=-\frac{1}{4} B_{3}, & C_{3}^{\prime}=-\frac{1}{2} i C_{3} \\
& D^{\prime}=\frac{1}{2} D . & \tag{43}
\end{array}
$$

According to Eq. (10), these operators satisfy the commutation relations

$$
\begin{align*}
{\left[A_{i}^{\prime}, A_{j}^{\prime}\right] } & =i \epsilon^{i j k} A_{k}^{\prime}, \quad\left[B_{i}^{\prime}, B_{i}^{\prime}\right]=i \epsilon^{i i k} B_{k}^{\prime} \\
{\left[C_{i}^{\prime}, C_{i}^{\prime}\right] } & =i \epsilon^{i j k}\left(A_{k}^{\prime}+B_{k}^{\prime}\right)  \tag{44}\\
{\left[D^{\prime}, A_{k}^{\prime}\right] } & =-\frac{1}{2} C_{k}^{\prime},\left[D^{\prime}, B_{k}^{\prime}\right]=\frac{1}{2} C_{k}^{\prime} \\
{\left[D^{\prime}, C_{k}^{\prime}\right] } & =+\left(A_{k}^{\prime}-B_{k}^{\prime}\right)
\end{align*}
$$

We now wish to show that the 10-parameter group $G_{(10)}$ is the five-dimensional real "Lorentz" group with the metric

$$
G=(-1,+1,-1,-1,-1)
$$

discussed by Barut. ${ }^{5}$ Using Eq. (43), let us define
the following antisymmetric tensors $\left(M_{a b}\right)(a, b=$ $1,2,3,4,5)$ of rank two:
$M_{a b}=\left[\begin{array}{ccccc}0 & i D^{\prime} & i\left(A_{2}^{\prime}-B_{2}^{\prime}\right) & i\left(A_{3}^{\prime}-B_{3}^{\prime}\right) & i\left(A_{1}^{\prime}-B_{1}^{\prime}\right) \\ 0 & C_{2}^{\prime} & C_{3}^{\prime} & C_{1}^{\prime} \\ & & 0 & \frac{1}{i}\left(A_{1}^{\prime}+B_{1}^{\prime}\right) & \frac{1}{i}\left(A_{3}^{\prime}+B_{3}^{\prime}\right) \\ & & & 0 & \frac{1}{i}\left(A_{2}^{\prime}+B_{2}^{\prime}\right) \\ & & & & 0\end{array}\right]$,
where $M_{a b}=-M_{b a}$ for $b \neq a$, and $M_{a a} \equiv 0$. Using Eq. (44), it is a simple matter to show that the ( $M_{a b}$ ) satisfy the commutation relation

$$
\begin{align*}
& {\left[M_{a b}, M_{c d}\right]} \\
& =\left\{-g_{b c} M_{a d}-g_{a d} M_{b c}+g_{a c} M_{b d}+g_{b d} M_{a c}\right\} \\
& \quad:\left(g_{a b}\right)=(-1,+1,-1,-1,-1) . \tag{46}
\end{align*}
$$

This is precisely the commutation algebra of the real "Lorentz" group with metric $\left(g_{0 b}\right)=(-1$, $+1,-1,-1,-1$ ).

For the sake of convenience, let us use the operators ( $\left.T_{k}, R_{k}, L_{k}, Z\right)(k=1,2,3)$ such that

$$
M_{a b}=\left[\begin{array}{ccccc}
0 & i Z & i R_{2} & i R_{3} & i R_{1}  \tag{47}\\
& 0 & L_{2} & L_{3} & L_{1} \\
& & 0 & T_{1} & T_{3} \\
& & & 0 & T_{2} \\
& & & & 0
\end{array}\right]
$$

In terms of these operators, the Casimir operators of Barut ${ }^{5}$ are given by

$$
\begin{align*}
F^{2} & =\operatorname{Tr}(M G M G) \\
& =2\left\{\mathbf{R}^{2}+\mathbf{L}^{2}-\mathrm{T}^{2}-Z^{2}\right\} \\
G^{4} & =\operatorname{Tr}(M G M G M G) \\
& =\left\{-(\mathrm{R} \cdot \mathrm{~T})^{2}-(\mathrm{T} \cdot \mathrm{~L})^{2}+[Z \mathrm{~T}-(\mathbf{R} \times \mathrm{L})]^{2}\right\} \tag{48}
\end{align*}
$$

where

$$
\begin{aligned}
\mathrm{R}^{2} & =R_{1}^{2}+R_{2}^{2}+R_{3}^{2}, \\
\mathrm{~L}^{2} & =L_{1}^{2}+L_{2}^{2}+L_{3}^{2}, \\
\mathrm{~T} & =T_{1}^{2}+T_{2}^{2}+T_{3}^{2},
\end{aligned}
$$

and so forth.
Since the present group is of rank two, there exist two mutually commutative operators ( $T_{3}, Z$ )
whose eigenvalues fully specify a state in a given representation. This choice of observables is based on the fact that $\left[Z, T_{k}\right]=0$ for $k=1,2,3$, while $Z$ does not commute with $\left(R_{k}\right)$ and ( $L_{k}$ ). Thus, $\left(Z, T_{k}\right)$ generate a subgroup $U(2)=Z \otimes S U(2)$ of $G_{(10)}$. Here, $T_{3}\left(=0, \pm \frac{1}{2}, \pm 1, \cdots\right)$ and $2 Z(=0, \pm 1$, $\pm 2, \cdots)$, respectively, may be identified as the $z$-component of the "isotopic spin" and "hypercharge."

In the absence of a dynamic agent or mechanism (viz., interactions) which breaks the symmetry of $G_{(10)}$, mass would be an invariant of $G_{(10)}$ and given as a function of the Casimir operators defined above. One possible-and also the simplest-form of this is

$$
\begin{align*}
M & =b_{0}+b_{1} F^{2}  \tag{49}\\
& =\left\{b_{0}+b_{1}\left(\mathbf{R}^{2}+\mathbf{L}^{2}-\mathrm{T}^{2}-Z^{2}\right)\right\}
\end{align*}
$$

[It may be pointed out that, in the "non-relativistic limit" of $L \rightarrow 0, Z$ is simply a multiple of the identity operator and ( $\left.\mathbf{R}^{2}+\mathrm{L}^{2}-\mathrm{T}^{2}\right) \rightarrow-\left(n^{2}-1\right)$ so that $M \sim\left(b_{0}+b_{1} n^{2}\right)$ where $n$ is an integer.] On the other hand, if the $G_{(10)}$ symmetry is broken in the manner of

$$
\begin{equation*}
G_{(10)} \rightarrow Z \otimes S U(2)_{T}, \tag{50}
\end{equation*}
$$

where $S U(2)_{r}$ is the "isotopic spin" group generated by ( $T_{1}, T_{2}, T_{3}$ ) the symmetry-breaking terms may be taken to have the properties of

$$
Z=(1 / 2 i)\left(M_{12}-M_{21}\right)\left(=\frac{1}{2} Y\right)
$$

Considering the breakdown as a perturbative effect, the corresponding terms of the mass formula may be also taken as perturbation terms which are linear, bilinear, ... in ( $M_{a b}$ ). Up to terms bilinear in ( $M_{a b}$ ), we obtain
$M=\left\{M_{0}+M_{1} Z+M_{2}\left(\mathrm{~K}^{2}-\mathrm{T}^{2}-Z^{2}\right)\right\}$
in which we have used

$$
\mathbf{K}=(\mathrm{R}+\mathrm{L})
$$

and

$$
\begin{align*}
(M G M G)_{12}- & (M G M G)_{21} \\
& =i\left\{\mathbf{K}^{2}-\frac{1}{2} F^{2}-\mathbf{T}^{2}-Z^{2}\right\} \tag{52}
\end{align*}
$$

and $M_{0}, M_{1}, M_{2}$ are arbitrary functions of the Casimir operators.
In order to obtain the mass formula in a more general form including the spin, it is clearly necessary to work with the full group $\tilde{\mathcal{G}}$ rather than with $G_{(10)}$ alone. For example, in the $\mathscr{L} \otimes G_{(10)}$ representation of $\tilde{\mathscr{G}}$, Eq. (51) may be replaced by an expression which contains an additional $J(J+1)$ term. On the other hand, in the reduction chain,

$$
\begin{align*}
\tilde{\mathcal{S}} & \supset \mathcal{G}^{(+)} \otimes \mathcal{G}^{(-)}  \tag{53}\\
& \supset S U(2) \otimes \mathscr{L} \otimes S U(2) \otimes \mathscr{L}
\end{align*}
$$

the mass formulas discussed in I are still applicable.

## VII. CONCLUDING REMARKS

Thus far, the discussions have been mostly confined to the subgroup or the reduced structure of the 136-parameter group $\tilde{\mathcal{G}}$. In order to appreciate the full physical significance of the present formalism, it is clearly necessary to work out the representations of the full group $\mathcal{G}$. Further, we have yet to work out the representations of even the 10-parameter group $G_{(10)}$ in order to be able to classify elementary particles according to their symmetry properties. After this comes the task of comparing the theoretical predictions with the experimental observations. Beyond this, there are other important problems such as the connection with field theory, electromagnetic structure of particles, and many others. It is, therefore, evident that what we have presented thus far is merely a small beginning of what, we believe, will be a series of papers on the same and related subject matter.
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#### Abstract

The Gunson-Olive technique for exploiting physical region poles and the unitarity equations to derive the analytic properties of $S$-matrix elements is applied to particles which belong to isospin multiplets and to particles with spin. In the former case it is shown that, in the framework of $S$-matrix theory, crossing symmetry leads to the requirement that particles and antiparticles transform according to complex conjugate representations; and it is possible to clarify the origin of the familiar isospin crossing matrices. In the case of particles with spin the construction of appropriate "spinor" basic states is discussed and the analytic properties of the corresponding spinor $S$-matrix elements or " $M$-functions" are derived.


## I. INTRODUCTION

DURING the last two years great progress has been made towards the construction of a selfcontained theory of the $S$-matrix based on physically realistic postulates. As a result of the work of Gunson ${ }^{1}$ and Olive, ${ }^{2}$ it appears that the essential ingredients of such a theory are the following five postulates:
(1) The superposition principle,
(2) The existence of a unitary $S$-matrix,
(3) Lorentz invariance,
(4) The decomposition law (or "connectedness structure"),
(5) Analyticity on the mass-shell.

Using these postulates the attempt has been made to prove such familiar properties as crossing symmetry, Hermitian-analyticity, the correspondence between particles and poles, and the existence of antiparticles; all of which properties appeared as somewhat unnatural postulates in previous attempts at a theory of the $S$-matrix. ${ }^{3}$

Unfortunately, the proofs of these properties are not completely satisfactory. This is because of their dependence on a knowledge of the singularities of the $S$-matrix, the complete enumeration of which is still an unsolved problem. At present all that is known is that the exact location of singularities should not appear explicitly in the postulate of analyticity; rather, this postulate should be formulated in such a way that all singularities are derivable from the other postulates (in particular, from unitarity and the decomposition law). Thus far no one has shown how this can be done without using the very properties it was hoped to prove (i.e., crossing symmetry, etc.).

[^157]Until these difficulties can be overcome, the $S$ matrix theory "proofs" of crossing symmetry, etc., can only be considered as explanations. (Given, for example, that crossing symmetry is true, there is no question but that the Gunson-Olive "proof" explains why it is true.) However, even to have explained such properties is a considerable achievement, since previously their only justification was their occurrence in perturbation theory. And it would seem valuable to extend the Gunson-Olive discussion of spinless particles to the case of particles which belong to isospin multiplets and to particles with spin. ${ }^{4}$

The principal aim of this paper, then, is to discuss the $S$-matrix theory of particles with isospin and-a much more complicated problem-particles with spin. Because the most recent developments in $S$ matrix theory are probably not very widely known and the notation is not familiar, the next section is devoted entirely to a review of the $S$-matrix theory of spinless particles. I first discuss the five postulates listed above and then, having defined the necessary notation, review briefly the relevant parts of the Gunson-Olive work. In Sec. III, I am then free to consider isospin invariance and its effect on the form of crossing symmetry. The last two sections are concerned with the $S$-matrix theory of particles with spin. More space is given to these sections because of the greater complexity of the topic. With the great number of possible labellings of spin states, one must first decide which matrix elements would be expected to have the desired analytic properties. Accordingly Sec. IV is devoted entirely to the construction of the appropriate basic spin states-the

[^158]so-called spinor states. Then in Sec. V, I discuss the analytic properties of the corresponding spinor matrix elements (or "M-functions").

## II. S-MATRIX THEORY OF SPINLESS PARTICLES

The first postulate, the superposition principle, specifies the nature of the system of interest long before and long after interactions take place. The most natural statement of the principle is in terms of Hilbert space; namely, that long before and long after interactions a system can be described by "states" and that these states are found to correspond to rays ${ }^{5}$ in a Hilbert space which has the following properties:
(i) The space is composed of orthogonal "superselection subspaces" within which any linear superposition of vectors represents a physically realizable state.
(ii) If $\varphi$ and $\psi$ are any two realizable states represented by unit vectors $|\varphi\rangle$ and $|\psi\rangle$, then $|\langle\varphi \mid \psi\rangle|^{2}$ is the probability that a system known to be in the state $\psi$ be observed in the state $\varphi$.
(iii) The space is a Fock space spanned by an orthonormal basis of (improper) vectors representing states of definite numbers of particles with definite momenta. The notation used here for these states is as follows:

The states of a single (spinless) particle are labelled by their four-momentum ${ }^{6} p$ and particle type ${ }^{6} t$; the two variables $p$ and $t$ can conveniently be denoted by a single label $k=(p, t)$ and the corresponding state vector by $|k\rangle=|p, t\rangle$. These vectors are normalized such that

$$
\begin{equation*}
\left\langle p^{\prime}, t^{\prime} \mid p, t\right\rangle=p^{0} \delta_{3}\left(\mathrm{p}^{\prime}-\mathrm{p}\right) \delta_{t^{\prime}, t} \tag{2.1}
\end{equation*}
$$

The $n$-particle states are labelled by the $n$-tuple $K=\left(k_{1}, \cdots, k_{n}\right)$, where $k_{i}=\left(p_{i}, t_{i}\right)$, and the corresponding state vectors are just tensor products of one-particle vectors,

$$
|K\rangle=\left|k_{1}, \cdots, k_{n}\right\rangle=\left|k_{1}\right\rangle \otimes \cdots \otimes\left|k_{n}\right\rangle
$$

(symmetrized according to the appropriate statistics

[^159]if there are identical particles ${ }^{7}$ ). It is also convenient to introduce the $n$-tuples $P=\left(p_{1}, \cdots, p_{n}\right)$ and $T=\left(t_{1}, \cdots, t_{n}\right)$ and to write the state $K$ as $K=(P, T)$. (No serious ambiguity arises from these two ways of writing the state $K$.)

The reason for introducing the relatively abstract and unphysical concept of Hilbert space is that it does provide the only natural expression of the superposition principle. Many recent papers on $S$-matrix theory ${ }^{8}$ have tried to bypass discussion of the Hilbert space of initial and final states by defining the $S$ matrix elements as transition amplitudes (i.e. numbers whose squared moduli are transition probabilities). This procedure fails to settle the important question of how the phase of $S$-matrix elements can be consistently defined-a question which can only be answered using the superposition principle. It seems to be essential that this principle applies to both initial and final states [i.e. a superposition of two initial (or final) states in one superselection class is a realisable initial (or final) state] and that the corresponding Hilbert space enter, at least implicitly, in the theory. Indeed, if one examines the only complete attempt at formal $S$-matrix postulates ${ }^{9}$ which do not include Hilbert space, one can easily see that they contain sufficient information to construct it.

The second postulate, which defines the $S$-matrix, does not in fact have to state that $S$ is unitary. It states only the experimental observation that there is a one-to-one correspondence between possible initial and final states and that this correspondence is such as to preserve the superposition principle (i.e. if initial states $\varphi$ and $\psi$ lead to final states $\varphi_{s}$ and $\psi_{s}$, then $|\langle\varphi \mid \psi\rangle|=\left|\left\langle\varphi_{s} \mid \psi_{s}\right\rangle\right|$, where $|\varphi\rangle \cdots$ are unit vectors representing $\varphi \cdots$. A famous theorem due to Wigner ${ }^{10}$ ensures that such a correspondence between states (i.e., between rays in the Hilbert space of the first postulate) can be represented by a correspondence $S$ between vectors in Hilbert space with $S$ either unitary or antiunitary. That $S$ is actually unitary follows because the relationship between

[^160]coordinates and momenta is the same for initial and final states. ${ }^{11}$

The third postulate, Lorentz invariance, states that the probabilities of observing any definite process as measured by two different observers (i.e., Lorentz frames of reference) must be the same. Thus if two observers 0 and $0_{L}$ are related by a Lorentz transformation ${ }^{12} L$, the process described by 0 as a transition from the state $\psi$ to the state $\varphi$ would be described by $0_{\mathrm{L}}$ as the transition ( $\varphi_{\mathrm{L}} \leftarrow \psi_{\mathrm{L}}$ ), and Lorentz invariance implies that

$$
\begin{equation*}
|\langle\varphi| S| \psi\rangle\left|=\left|\left\langle\varphi_{\mathrm{L}}\right| S\right| \psi_{\mathrm{L}}\right\rangle \mid . \tag{2.2}
\end{equation*}
$$

In fact, it follows from Wigner's theorem that a Lorentz transformation $L$ can be represented as a unitary transformation $U(L)$ on the vectors of Hilbert space. Thus Lorentz invariance implies that

$$
U^{\dagger}(L) S U(L)|\psi\rangle=z S|\psi\rangle, \quad(|z|=1)
$$

for any physically realizable $\psi$. The phase factor $z=z(L, \psi)$ may, of course, depend on $\psi$ and $L$; however, it is easily seen by applying the superposition principle, that $z$ must be the same for all $\psi$ in the same superselection class. It then follows that the numbers $z(L, \psi)$ form a one-dimensional unitary representation of the Lorentz group, and hence, are actually unity. Thus Lorentz invariance in fact implies that
$\langle\varphi| S|\psi\rangle=\langle\varphi| U^{\dagger}(L) S U(L)|\psi\rangle=\left\langle\varphi_{\mathrm{L}}\right| S\left|\psi_{\mathrm{L}}\right\rangle ;$
i.e., the modulus signs in Eq. (2.2) can be removed. If one defines the phases of the one-particle basis vectors such that ${ }^{13}$

$$
\begin{equation*}
|L p, t\rangle=U(L)|p, t\rangle \tag{2.4}
\end{equation*}
$$

then from the superposition principle and the group property, it follows that the same equation holds for the multiparticle states; and, in terms of the basis vectors, Lorentz invariance, Eq. (2.3), becomes the following important identity:

$$
\begin{equation*}
\left\langle P^{\prime}, T^{\prime}\right| S|P, T\rangle=\left\langle L P^{\prime}, T^{\prime}\right| S|L P, T\rangle \tag{2.5}
\end{equation*}
$$

for any $L$, where

$$
L P=\left(L p_{1}, \cdots, L p_{n}\right)
$$

[^161]

Fig. 1. The decomposition into connected parts of the three simplest $S$-matrix elements. The element for the process ( 2 particles $\leftarrow 2$ particles) is made up of two parts: that corresponding to no interaction and the interaction-or "con-nected"-part. That for (3 particles $\leftarrow 3$ particles) has three parts: a no-scattering part, a part corresponding to the interaction of two particles while the third is unscattered, and the genuine three-particle interaction part. That for ( 2 particles $\leftarrow$ 3 particles) does not decompose at all. To conform with the time ordering of the states in the matrix element $\left\langle K^{\prime}\right| S|K\rangle$, these diagrams are drawn with the initial state on the right and final state on the left; i.e. time goes from right to left.

It should be noted that, since the multiparticle state vectors are defined as products of single-particle vectors, the phase definition (2.4) leaves just one arbitrary phase-that of the rest state $\left|p_{0}, t\right\rangle$ say-for each type of particle in the theory.
The fourth postulate, the decomposition law (or "connectedness structure") expresses the observed fact that if two reactions are sufficiently separated in space-time then they do not affect one another. ${ }^{14}$ This is most simply stated in terms of a diagramatic representation of $S$-matrix elements as shown in Fig. 1. The interpretation of these diagrams is more or less self-evident. The bubbles represent matrix elements between momentum basis vectors, the straight lines represent $\delta_{3}$-functions and the $\delta_{4}$ functions factored out of the connected parts $M$ represent overall conservation of energy-momentum in the process concerned. Thus the first diagram, which represents the decomposition for elastic scattering, can be written explicitly (for distinct particles) as

$$
\begin{aligned}
\left\langle K^{\prime}\right| S|K\rangle= & p_{1}^{0} \delta_{3}\left(\mathbf{p}_{1}^{\prime}-\mathbf{p}_{1}\right) p_{2}^{0} \delta_{3}\left(\mathbf{p}_{2}^{\prime}-\mathbf{p}_{2}\right) \\
& +i \delta_{4}\left(p_{1}^{\prime}+p_{2}^{\prime}-p_{1}-p_{2}\right)\left\langle K^{\prime}\right| M|K\rangle
\end{aligned}
$$

The matrix element $\left\langle K^{\prime}\right| M|K\rangle$ is called the connected part (without $\delta$-functions) for the process ( $K^{\prime} \leftarrow K$ ).

The decomposition equations of Fig. 1 do not have any physical content until some properties of the connected parts are specified. This is the task of the final postulate, analyticity. Neither the physical

[^162]$$
\overline{k_{2} \text { (M) } k_{1}}-\overline{k_{2}(M) k_{1}}=i \overline{k_{2} \text { (M) (M) } K_{1}}
$$

Fig. 2. Unitarity for the four-point function below inelastic thresholds. The matrix elements of $M^{\dagger}$ are $\left\langle K_{2}\right| M^{\dagger}\left|K_{1}\right\rangle=$ $\left\langle K_{1}\right| M\left|K_{2}\right\rangle^{*}$. The right-hand side represents an appropriate integration over "intermediate states" $K$ of the product $\left\langle K_{2}\right| M|K\rangle\langle K| M+\left|K_{1}\right\rangle$.
origin nor the precise formulation of this postulate is yet understood. Some recent work ${ }^{15}$ has indicated that, as was always believed to be the case, analyticity is in some way connected with causality. Whatever its origin, some features of the postulate are clear. It is certain that, with the phases fixed ${ }^{16}$ according to Eq. (2.4), the physically measurable connected parts $\left\langle K^{\prime}\right| M|K\rangle$ must be continuable as analytic functions of the momenta $P$ and $P^{\prime}$, subject, of course, to the mass-shell and conservation constraints. ${ }^{17}$ As already stated, it is believed that the postulate must be formulated so that the only singularities of $\left\langle K^{\prime}\right| M|K\rangle$ are those which follow from unitarity and decomposition. (For this reason the postulate has been called "maximal analyticity".) Finally it is necessary to specify whether physical values of $\left\langle K^{\prime}\right| M|K\rangle$ are found by passing above or below singularities lying in the physical region. This is done by the so-called ${ }^{2}$ " $i \epsilon$-prescription", which is also probably connected with causality. ${ }^{15}$

Properties which, it is felt, should not have to appear in the analyticity postulate, but should be deducible from it, are the correspondence between particles and poles, Hermitian-analyticity, discontinuity relations, existence of antiparticles and crossing symmetry. It is the main purpose of this paper to discuss the derivation of these properties (particularly the last) for particles with spin or isospin. To facilitate this discussion, the remainder of this section is devoted to a brief sketch of the corresponding derivations for simple spinless particles.

[^163]The first step in the development of these fundamental properties is to obtain the unitarity equations for the connected parts $\left\langle K_{2}\right| M\left|K_{1}\right\rangle$. These are found by taking matrix elements of the equation $S S^{\dagger}=1$ with a completeness sum inserted between $S$ and $S^{\dagger}$, then substituting into the resulting equations the decomposition shown in Fig. 1. As an example, the unitarity equation for the simplest connected partthe elastic scattering amplitude or "four-point function"-is shown in Fig. 2. The exact form of the phase space integration on the right-hand side is easily derived from the normalization (2.1) and the definitions of Fig. 1.

The corresponding unitarity equation for the connected part of the process (3particles $\leftarrow 3$ particles)-or "six-point function"-is shown in Fig. 3a and contains a $\delta$-function $\delta\left(\left[p_{1}^{\prime}+p_{2}^{\prime}-p_{1}\right]^{2}-m^{2}\right)$ in the last term on the right. This implies that the sixpoint function itself must have a singularity, whose character can be determined as follows. If one assumes first that the singularity has the (expected) form (see Fig. 3b)

$$
\begin{equation*}
\left\langle K^{\prime}\right| M|K\rangle \sim\left\langle k_{1}^{\prime}, k_{2}^{\prime}\right| M\left|k_{1}, k\right\rangle\left\langle k_{3}^{\prime}, k\right| M\left|k_{2}, k_{3}\right\rangle D, \tag{2.6}
\end{equation*}
$$

where $D$ depends only on $p^{2}$, then substitution of this form into the unitarity equation (Fig. 3a) produces the result

$$
D-D^{*}=2 i \delta\left(p^{2}-m^{2}\right)
$$

The $i \epsilon$-prescription (or whatever takes its place in the analyticity postulate) ensures that the correct solution of this equation is the simple pole


Fig. 3. (a) Unitarity for the six-point function below the four-particle threshold. The $\delta$-function occurs in the last term on the right. (For simplicity only one type of particle is considered.) (b) The resulting singularity of the six-point function. This is, as the diagram is intended to suggest, the product of two elastic amplitudes with a simple pole term, $1 / \pi\left(p^{2}-m^{2}\right)$.

To see that this solution for the singular part of the six-point function is uniquely determined by the unitarity equation (Fig. 3a), it is only necessary to suppose that the actual amplitude might have a different behavior and to consider the difference between this actual amplitude and the pole solution (2.6). This difference amplitude satisfies a unitarity equation from which the $\delta$-function term of Fig. 3a is missing and it can be shown that such an equation implies that the difference amplitude is actually analytic ${ }^{18}$ at $p^{2}=m^{2}$; that is, the pole solution (2.6) for the singular part of the six-point function is $u$ nique. This argument can be reversed to show that if the six-point function has a physical region pole of this type then the unitarity equation must contain a $\delta$-function term, which must, in turn, correspond to some particle.

Thus unitarity and the decomposition law imply that there is a one-to-one correspondence between particles (with the appropriate quantum numbers) and physical region poles of the six-point function. These poles, whose residues must factor as the product of two elastic amplitudes, correspond to the possibility that, at suitable values of the momenta, the process ( 3 particles $\leftarrow 3$ particles) can actually proceed through two successive elastic scattering (as is suggested by Fig. 3b).

The existence of physical region poles, whose residues are the products of lower amplitudes, can now be exploited ${ }^{1}$ to deduce the properties of these lower amplitudes. For examples, Hermitian-analyticity of the four-point function (i.e. the elastic scattering amplitude) can be established ${ }^{2}$ by considering the double pole of the eight-point function shown in Fig. 4a. This pole, which arises because the process (4 particles $\leftarrow 4$ particles) can proceed through three successive two-body scatterings, can be deduced from the unitarity equation in the appropriate part of the physical region; but our concern now is to substitute it into the unitarity equation [Fig. 4b] for a region where the three successive scatterings cannot occur, namely the region where $s=$ ( $p_{1}^{\prime}+$ $\left.p_{2}^{\prime}+p_{3}^{\prime}-p_{1}\right)^{2}<4 m^{2}$. Accordingly we first write the eight-point function as the sum of the double pole term plus a remainder (Fig. 4a). This expansion is now continued down to the region ( $s<4 m^{2}$ ) where the equation of Fig. 4 b is valid. Since $s$ is just the squared total energy of the center amplitude $M(2)$, this amplitude is necessarily continued below thresh-

[^164](a)

(b)

(c)

(d)


Fig. 4. (a) A double pole in the process ( 4 particles $\leftarrow 4$ particles) corresponding to three successive elastic scatterings. (b) The unitarity equation for the eight-point function in a region where the successive scatterings do not occur. This region is characterized by the four-momentum ( $p_{1}{ }^{\prime}+p_{2}{ }^{\prime}+$ $\left.p_{s}{ }^{\prime}-p_{1}\right)=\left(p_{2}+p_{3}+p_{4}-p_{4}{ }^{\prime}\right)$ being inadequate to produce two particles; ;i.e., $\left(p_{1}^{\prime}+p_{2}^{\prime}+p_{2}^{\prime}-p_{1}\right)^{2}<4 m^{2}$. (c) The plane of the variable $s=\left(p_{1}+p_{2}^{\prime}+p_{3^{\prime}}-p_{1}\right)^{2}$, the energy invariant of the elastic scattering amplitude $M(2)$. The solid arrow shows the path of continuation from the neighborhood of the triple scattering in (a) to the region of validity of the unitarity equation in (b); the broken arrow, the route by which $M^{\dagger}(2)$ is brought back to the double pole. (d) The equation which results from substitution of (a) into (b).
old as shown in Fig. 4(c). Having made this continuation ${ }^{19}$ we can substitute the expansion of Fig. 4(a) into the unitarity equation of Fig. 4b and continue the resulting equation back to the double pole. This process brings the outside amplitudes back to their physical values, and likewise the central amplitude $M(2)$; but the Hermitian conjugate $M^{\dagger}(2)$ is continued below the threshold singularity at $s=4 \mathrm{~m}^{2}$ [see Fig. 4(c)]. The resulting equation is shown in Fig. 4d and, since the outside amplitudes $M(1)$ and $M(3)$ can be canceled off, implies that

$$
\begin{equation*}
M\left(2_{+}\right)=M^{\dagger}\left(2_{-}\right) \tag{2.7}
\end{equation*}
$$

[^165](a)


Fig. 5. (a) The crossing equation $\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle \equiv$ $\lambda_{t}\left\langle K_{2} ;-p, \bar{Z}\right| M\left|K_{1}\right\rangle$. (b) The particle ( $t$ ) and antiparticle ( $\bar{l})$ poles of the amplitude $\left\langle K_{2}, K_{2}^{\prime}\right| M\left|K_{1}, K_{1}^{\prime}\right\rangle$. The first occurs in that part of the physical region, where ( $\Sigma p_{2}$ $\left.\sum p_{1}\right)^{0} \geq m_{t}$; the second where $\left(\sum p_{2}-\sum p_{1}\right)^{0} \leq-m_{t}$.
where $2_{+}$and $2_{-}$are points above and below the usual physical region cut as shown in Fig. 4(c).

The path which leads from the point $2_{+}$to $2_{-}$in the space of four-momenta can, with sufficient care, ${ }^{20}$ be seen to lead from $P$ (on the physical sheet) back to $P$ (on another sheet). Thus Eq. (2.7) states the identity of the functions $\left\langle K_{2}\right| M\left|K_{1}\right\rangle$ in the physical region and $\left\langle K_{2}\right| M^{\dagger}\left|K_{1}\right\rangle$ on another sheet.

Finally, since $\left\langle K_{2}\right| M\left|K_{1}\right\rangle$ is analytic in $P_{2}$ and $P_{1}$ whereas $\left\langle K_{2}\right| M^{\dagger}\left|K_{1}\right\rangle$ is analytic in $P_{2}^{*}$ and $P_{1}^{*}$, Eq. (2.7) implies that, for general values of the momenta, the four-point function satisfies

$$
\begin{equation*}
\left\langle K_{2}\right| M\left|K_{1}\right\rangle=\left\langle K_{2}^{*}\right| M^{\dagger}\left|K_{1}^{*}\right\rangle ; \tag{2.8}
\end{equation*}
$$

here, if

$$
K=(P, T)
$$

then $K^{*}$ is defined as

$$
K^{*}=\left(P^{*}, T\right),
$$

the point $P^{*}$ being reached from $P$ by the appropriate path of continuation below threshold.

Hermitian analyticity [Eq. (2.8)] can presumably be derived for any process by considering a suitable multiple pole in some higher process. The great importance of the property is that it can be used to eliminate the Hermitian conjugate matrix elements $\left\langle K_{2}\right| M^{\dagger}\left|K_{1}\right\rangle$ from the unitarity equations. Thus, substitution of Eq. (2.8) into the two-particle unitarity equation of Fig. 2 gives an equation for the discontinuity of the elastic amplitude across its usual physical region cut or, more generally, the difference between its values on two different sheets. ${ }^{21}$

The property with which this paper is principally concerned, crossing symmetry (or the substitution

[^166]rule), relates the amplitude $\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle$ for a process ( $m$ particles $\leftarrow n+1$ particles) to the "crossed amplitude" $\left\langle K_{2} ;-p, \eta\right| M\left|K_{1}\right\rangle$ for the process ( $m+1$ particles $\leftarrow n$ particles). [See Fig. 5(a).] This relation is proved by observing that the connected part $\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle$ appears as a factor in the $t$-particle pole of any higher process ( $K_{2}, K_{2}^{\prime} \leftarrow$ $\left.K_{1}, K_{1}^{\prime}\right)$. [See Fig. 5(b).] This pole occurs at $s=$ $\left(\Sigma p_{2}-\Sigma p_{1}\right)^{2}=m_{t}^{2}$ in that part of the physical region where $\left(\Sigma p_{2}-\Sigma p_{1}\right)^{0} \geq m_{t}$. Remaining close to the pole at $s=m_{t}^{2}$, one can now continue the whole amplitude to a part of the physical region where $\left(\Sigma p_{2}-\Sigma p_{1}\right)^{0} \leq-m_{t}$. (Such a continuation requires one to leave the physical region. It is therefore necessary to verify that it returns to the physical region, on the physical sheet. This cannot be rigorously done until the possibility of unwanted branch point singularities has been conclusively ruled out.) Since a pole cannot disappear, one concludes that there is a pole at $s=m_{t}^{2}$ in this new part of the physical region. Such a pole can only be interpreted as an antiparticle ( $l$ ) pole. [See Fig. 5(b).] In addition to proving that antiparticles must exist, this procedure establishes that the product of the two amplitudes in the particle pole is the same analytic function as the corresponding product in the antiparticle pole; that is
\[

$$
\begin{align*}
& \left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle\left\langle K_{2}^{\prime} ; p, t\right| M\left|K_{1}^{\prime}\right\rangle \\
& \quad \equiv\left\langle K_{2} ;-p, \downarrow M \mid K_{1}\right\rangle\left\langle K_{2}^{\prime}\right| M\left|K_{1}^{\prime} ;-p, t\right\rangle \tag{2.9}
\end{align*}
$$
\]

where, of course, the primed and unprimed variables are independent. Now, from the identity

$$
A(z) B\left(z^{\prime}\right) \equiv \widetilde{A}(z) \widetilde{B}\left(z^{\prime}\right)
$$

where $z$ and $z^{\prime}$ are independent, it follows that

$$
A(z) \equiv \lambda \tilde{A}(z) \quad \text { and } \quad \widetilde{B}\left(z^{\prime}\right) \equiv \lambda B\left(z^{\prime}\right)
$$

where $\lambda$ is some constant. Thus for any fixed value of $p$ it follows from Eq. (2.9) that
$\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle \equiv \lambda_{t}\left\langle K_{2} ;-p, t\right| M\left|K_{1}\right\rangle$,
and
$\left\langle K_{2}^{\prime}\right| M\left|K_{1}^{\prime} ;-p, t\right\rangle \equiv \lambda_{\iota}\left\langle K_{2}^{\prime} ; p, t\right| M\left|K_{1}^{\prime}\right\rangle$.
The factor $\lambda_{t}$ is actually independent of $p$. This follows from Lorentz invariance [Eq. (2.5)] and can be shown thus: One starts with the crossing Eq. (2.10) and then applies to the right-hand side first invariance under any Lorentz transformation $L$, then crossing [Eq. (2.11)], and finally invariance under $L^{-1}$. This procedure leads to the result $\lambda_{t}(p)=$ $\lambda_{t}(L p)$ for any $L$; that is, $\lambda_{t}$ is independent of $p$. The next step is to use Hermitian analyticity,
$\left\langle K_{2}\right| M\left|K_{1}\right\rangle=\left\langle K_{2}^{*}\right| M^{\dagger}\left|K_{1}^{*}\right\rangle$, Eq. (2.8), to prove that $\left|\lambda_{t}\right|=1$. Starting with the element $\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle$ and applying successively crossing [Eq. (2.10)], Hermitian analyticity [Eq. (2.8)], crossing [Eq. (2.11)], and finally Hermitian analyticity again, one obtains the result
$\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle \equiv \lambda_{t} \lambda_{t}^{*}\left\langle K_{2}\right| M\left|K_{1} ; p, t\right\rangle$.
One must now show that the path of continuation leading from one side of this equation to the other is such that both sides are evaluated on the same sheet. Subject to this being possible, Eq. (2.12) implies that $\lambda_{t} \lambda_{t}^{*}=1$ as required.

Provided the phases of the one-particle state vectors $|p, t\rangle$ have not been fixed by any convention, one can now adjust them so that the crossing phase factor $\lambda_{t}$ in Eqs. (2.10) and (2.11) disappears. To verify this, one must distinguish two possible cases. If the particle $t$ happens to be its own antiparticle, $t=t$, (e.g. $t=\pi^{0}$ ) then the two Eqs. (2.10) and (2.11) are one and the same, and there is just one arbitrary phase-that of the rest-state vector $\left|p_{0}, t\right\rangle$-which can be adjusted. If one were to replace $\left|p_{0}, t\right\rangle$ by $\eta\left|p_{0}, t\right\rangle$, then all kets $\mid>$ containing $n t$-particles would be replaced by $\eta^{n} \mid>$ and all corresponding bras by $\eta^{-n}<\mid$. Thus in Eq. (2.10) the factor $\lambda_{t}$ would be replaced by $\lambda_{t} / \eta^{2}$. By choosing $\eta= \pm \lambda_{t}^{\frac{1}{t}}$ one can, therefore, remove the unwanted phase factor $\lambda_{t}$ from the crossing equation. This procedure fixes the phase of the $t$-particle states to within a sign.

If $t$ is not its own antiparticle, $t \neq l$, then there are two distinct crossing Eqs. (2.10) and (2.11), and two arbitrary phases. If one replaces $\left|p_{0}, t\right\rangle$ and $\left|p_{0}, t\right\rangle$ by $\eta\left|p_{0}, t\right\rangle$ and $\zeta\left|p_{0}, t\right\rangle$, respectively, it is easily seen that in both Eqs. (2.10) and (2.11) the phase factor $\lambda_{t}$ is replaced by $\lambda_{t} /(\eta \zeta)$. This can be made equal to unity in an infinity of different ways, leaving arbitrary the relative particle-antiparticle phase $\eta / \zeta$.

The final stage in the development of the basic properties of $S$-matrix theory is to introduce a notation which makes explicit the important fact that all processes related by crossing are described by a single analytic function, $M$, say. The relationship between this function and the connected parts of the processes which it describes must be fixed by some convention. A simple procedure is to regard $M$ as the (hypothetical) amplitude obtained by crossing all particles into the final state; i.e., set

$$
\begin{equation*}
\left\langle P^{\prime}, T^{\prime}\right| M|P, T\rangle=M\left(P^{\prime},-P ; T^{\prime}, \widetilde{T}\right) \tag{2.13}
\end{equation*}
$$

This analytic function, which corresponds to Stapp's $M$-function ${ }^{3}$ (or rather its connected part), has the
singularities, and satisfies the unitarity and discontinuity equations, of all the channels which it describes. The fact that this one function $M(K)$ describes all processes ( $P_{2}, T_{2} \leftarrow-P_{1}, \bar{T}_{1}$ ), where ( $K_{2}, K_{1}$ ) is any partition of $K$, provides the justification for describing $M(K)$ as the $n$-point function, where $n$ is the total number of particles involved.

## III. ISOSPIN INVARIANCE IN S-MATRIX THEORY

In this section I shall consider the consequences to $S$-matrix theory of invariance under the isospin group ${ }^{22} S U(2, C)$. This symmetry will affect none of the considerations of the previous section until the need arises to adjust the one-particle phases in order to eliminate the phase factor $\lambda_{t}$ from the crossing Eqs. (2.10) and (2.11). In principle such an adjustment is still perfectly possible, but in practice, in order to make use of isospin invariance, it is necessary to fix the relative phases of states within one multiplet according to some convention (for example, to ensure that the Clebsch-Gordan coefficients take their usual form). This leaves only one free phase for each multiplet and it is no longer possible to eliminate the crossing factor $\lambda_{t}$ from all crossing equations. To see how this happens one must consider the meaning of isospin invariance.

As an essential preliminary one must introduce a suitable labelling for the particles of the theory. This means replacing the label $t$ by a double label, $t=w_{\alpha}$, where $w$ specifies the isospin multiplet (e.g. $w=\pi$, $K$ or $N$ ) and $\alpha$ is the $z$-component of isospin $T_{s}$. The antiparticle of $t=w_{\alpha}$ is $\bar{l}=\bar{w}_{-\alpha}$; i.e., the particle with the opposite value of $T_{z}$ in the antiparticle multiplet.

Invariance under the isospin group cannot be stated as simply as, say, invariance under rotations. Given any rotation $R$ and any experimentally realizable initial or final state $\varphi$, one believes that there exists a realizable, rotated state $R \varphi$; rotational invariance implies simply that the probability of any process $(\psi \leftarrow \varphi)$ is the same as that of the process ( $R \psi \leftarrow R \varphi$ ), for any rotation $R$. No such statement of isospin invariance is possible. Because of the superselection rule on charge, the result of making an "isospin rotation" $R_{T}$ on a physically realizable state-vector $|\varphi\rangle$ is to produce a vector $R_{\boldsymbol{T}}|\varphi\rangle$ which in general cannot be experimentally realized. (For example, by "rotating" a proton in isospace one produces a coherent superposition of neutron and proton.) Thus it is certainly meaningless to talk of the

[^167]transition probability for a process ( $R_{T} \psi \leftarrow R_{T \varphi}$ ). Instead, the statement of isospin invariance must be directly in terms of invariance properties of $S$-matrix elements; specifically, with any definite choice for the phases of the basis vectors, the $S$-matrix elements (or their connected parts) are invariant under a definite representation of the group $S U(2, C)$. If one considers an initial state $T=\left(c_{\gamma}, \cdots, d_{b}\right)$ and a final state $T=\left(a_{\alpha}, \cdots, b_{\beta}\right)$ then, omitting momentum variables, isospin invariance can be stated:
\[

$$
\begin{align*}
& \left\langle a_{\alpha} \cdots b_{\beta}\right| M\left|c_{\gamma} \cdots d_{\delta^{\prime}}\right\rangle \\
& = \\
& \sum_{\alpha^{\prime}, \beta^{\prime},}\left\langle a_{\alpha^{\prime}} \cdots b_{\beta^{\prime}}\right| M\left|c_{\gamma^{\prime}} \cdots d_{\delta^{\prime}}\right\rangle  \tag{3.1}\\
& \\
& \cdot D_{\alpha^{\prime} \alpha}^{*}(u) \cdots D_{\beta^{\prime} \beta}^{*}(u) D_{\gamma^{\prime} \gamma}(u) \cdots D_{b^{\prime} \delta}(u),
\end{align*}
$$
\]

where $u$ is any element of $S U(2, C)$ and the matrices $D(u)$, one corresponding to each particle, are the well known ${ }^{23}(2 T+1)$-dimensional representatives of $u$, to within a phase.

Equation (3.1) states simply that the $S$-matrix elements are invariant under the "rotation" $u$ in isospace. It has as an immediate consequence that isospin is conserved. This means, in particular, that the matrix elements in Eq. (3.1) are zero unless $\alpha+\cdots+\beta=\gamma+\cdots+\delta$ and that they can be decomposed, using Clebsch-Gordan coefficients, into amplitudes of definite isospin.

The phases of the elements of the matrices $D(u)$ in Eq. (3.1) are of course determined by the original choice for the phases of the vectors $\left|p, w_{\alpha}\right\rangle$. It is usual and convenient to readjust the latter such that the $D$-matrices have the usual phases. ${ }^{23}$ However, such a readjustment means assigning definite relative phases to the particles within any multiplet and, as we shall now see, prevents one from eliminating the crossing factors $\lambda_{t}$.

The crossing Eq. (2.10) may be rewritten:

$$
\begin{equation*}
\left\langle K_{2}\right| M\left|K_{1} ; p, w_{\alpha}\right\rangle=\lambda_{w, \alpha}\left\langle K_{2} ;-p, \bar{w}_{-\alpha}\right| M\left|K_{1}\right\rangle, \tag{3.2}
\end{equation*}
$$

where, of course, the particle types in the states $K_{1}$ and $K_{2}$ are labeled by isomultiplet and $T_{s}$, and the crossing factor $\lambda_{w, \alpha}$ depends on $w$ and $\alpha$. Now the isospin Eq. (3.1) specifies the transformations under which the matrix elements on either side of the crossing Eq. (3.2) are invariant. As far as the index $\alpha$ is concerned, that on the left transforms under $u$ according to $D_{\alpha^{\prime} \alpha}(u)$, (since $w_{\alpha}$ appears in the ket) and that on the right according to $D_{-\alpha^{\prime},-\alpha}^{*}(u)$, (since

[^168]$\bar{w}_{-\alpha}$ appears in the bra). This means that the whole right-hand side of Eq. (3.2) transforms according to $\lambda_{w, \alpha}^{-1} D_{-\alpha^{\prime},-\alpha}^{*}(u) \lambda_{w, \alpha}$. If one can prove that both sides of the crossing equation must transform in the same way under the same element $u$, it will follow that
\[

$$
\begin{equation*}
D_{\alpha^{\prime}, \alpha}(u)=\lambda_{w, \alpha^{\prime}}^{-1} D_{-\alpha^{\prime},-\alpha}^{*}(u) \lambda_{w, \alpha} . \tag{3.3}
\end{equation*}
$$

\]

The proof that this in fact so is as follows. Starting from the matrix element $\left\langle K_{2}\right| M\left|K_{1} ; p, w_{a}\right\rangle$ one applies successively crossing [this gives Eq. (3.2)], invariance under the isospin transformation $u$, [Eq. (3.1)], then crossing again, and finally invariance under $u^{-1}$. This last operation cancels out all $D$ matrices except those corresponding to the crossed particle $w_{a}$, and one obtains the result

$$
\begin{aligned}
\left\langle K_{2}\right| M\left|K_{1} ; p, w_{\alpha}\right\rangle & =\sum_{\alpha^{\prime}, \alpha^{\prime \prime}}\left\langle K_{2}\right| M\left|K_{1} ; p, w_{\alpha^{\prime \prime}}\right\rangle \\
& \cdot D_{\alpha^{\prime \prime} \alpha^{\prime}}\left(u^{-1}\right) \lambda_{w, \alpha^{\prime}}^{-1} D_{-\alpha^{\prime},-\alpha}^{*}(u) \lambda_{w, \alpha} .
\end{aligned}
$$

Now conservation of $T_{s}$ implies that the matrix element on the right of this equation is zero unless $\alpha^{\prime \prime}=\alpha$. Thus the sum over $\alpha^{\prime \prime}$ disappears and one finds that for any $\alpha$,

$$
\sum_{\alpha^{\prime}} D_{\alpha \alpha^{\prime}}\left(u^{-1}\right) \lambda_{w, \alpha^{\prime}}^{-1} D_{-\alpha^{\prime},-\alpha}^{*}(u) \lambda_{w, \alpha}=1
$$

This equation implies that all diagonal elements of a certain unitary matrix are unity. Such a situation is possible only if the matrix is actually diagonal. The desired result, Eq. (3.3), follows immediately.

Equation (3.3) shows that, if the conventional assignment of isospin to particles and antiparticles is to be compatible with crossing symmetry, then the representation $D_{\alpha^{\prime}, \alpha}$ of $S U(2, C)$ must be similar, by the diagonal matrix of crossing-factors $\lambda_{w, \alpha}$, to the representation $D_{-\alpha^{\prime},-\alpha}^{*}$. Fortunately this condition is satisfied, for, with the conventional choice of phases

$$
\begin{equation*}
D_{\alpha^{\prime}, \alpha}(u)=(-1)^{\alpha-\alpha^{\prime}} D_{-\alpha^{\prime},-\alpha}^{*}(u) \tag{3.4}
\end{equation*}
$$

Comparing Eqs. (3.3) and (3.4) one sees that

$$
\begin{equation*}
\lambda_{w, \alpha}=(-1)^{\alpha} \lambda_{w} \tag{3.5}
\end{equation*}
$$

where $\lambda_{\omega}$ is some phase factor independent of $\alpha$.
It is important to realize that if Eq. (3.3) could not be satisfied, then crossing symmetry and isospin invariance (with the usual assignment of $T_{s}$ ) would be incompatible. In general, if the members of a multiplet of a conjectured symmetry group are distinguished by conserved quantum numbers (charge, in the case of the isospin group) then the result of crossing a definite particle $t$ is to produce a second definite particle $t$. (Thus crossing a $\pi^{+}$produces a $\pi^{-}$and not some combination of $\pi^{+}, \pi^{0}, \pi^{-}$.)

The only freedom in the crossing equations is in the phase factors $\lambda$, which, for simplicity in this discussion, we may temporarily suppose adjusted to unity. Then crossing takes the completely unambiguous form:

$$
\langle\cdots| M|\cdots t\rangle=\langle\cdots t| M|\cdots\rangle
$$

Now if one supposes that the one-particle kets $|t\rangle$ transform under some representation $D$ and the antiparticle kets $|\overrightarrow{\rangle}\rangle$ under some other representation $\bar{D}$, then this crossing equation implies that $D=\bar{D}^{*}$ or

$$
\begin{equation*}
\bar{D}=D^{*} \tag{3.6}
\end{equation*}
$$

that is, particles and antiparticles must transform under complex conjugate representations. (In general the equation need only hold within a phase.) This result is well known in field theory where, if $\phi_{t}$ is the field associated with a particle $t$ then $\phi_{t}^{\dagger}$ is automatically the field associated with $l$. That the result arises in S-matrix theory from a consideration of crossing symmetry is quite natural since it was through crossing that antiparticles entered in the first place.

When multiplet and antimultiplet are distinct the result (3.6) simply implies that once a representation $D$ has been assigned to the multiplet the representation $\bar{D}$ for the antimultiplet is determined-as $\bar{D}=D^{*}$. Only when the particles of the antimultiplet are the same as those of the multiplet does the condition (3.6) actually place a constraint on permissible representations; in this case, $\bar{D}$ is some definite permutation of the rows and columns of $D$ and the equation $\bar{D}=D^{*}$ would not be satisfied by an arbitrary representation.

In the case of isospin, $\bar{D}_{\alpha^{\prime}, \alpha}=D_{-\alpha^{\prime},+\alpha}$ and so Eq. (3.4) shows that $\vec{D}=D^{*}$ is satisfied (within a phase factor) as required. With the usual choice of relative phases for the basis vectors $\left|w_{\alpha}\right\rangle$ within any multiplet, we have seen that this determines the relative phases of the corresponding crossing factors as [Eq. (3.5)]

$$
\lambda_{w, \alpha}=(-1)^{\alpha} \lambda_{w}
$$

This means that one can, for example, adjust the pion phases such that crossing of a $\pi^{+}$yields the $\pi^{-}$ amplitude without any phase factor,

$$
\langle\cdots| M\left|\cdots \pi^{+}\right\rangle=\left\langle\cdots \pi^{-}\right| M|\cdots\rangle ;
$$

but having done so, one must accept the presence of a minus sign in the crossing equation for the $\pi^{\circ}$,

$$
\langle\cdots| M\left|\cdots \pi^{0}\right\rangle=-\left\langle\cdots \pi^{0}\right| M|\cdots\rangle
$$



Fig. 6. The double poles of the ten-point function used to derive crossing for the four-point function. Since the two double poles are the same analytic function and the crossing properties of the five-point functions, (1) and (3), are known, those of the four-point function (2) follow in the form $\langle b c| M|d a\rangle=\left(\lambda_{a} / \lambda_{c}\right)\langle b a| M|d \tau\rangle$.

The alternative procedure is of course to abandon the conventional relative phases within isospin multiplets. One could then achieve crossing symmetry without any phase factors for all particles, but at the expense of changing the phases of the $D$-matrices and Clebsch-Gordan coefficients.

An important application of crossing symmetry is to the four-point function. This needs special treatment because at least two of its lines must be crossed to reach a physically meaningful amplitude. The simplest procedure is to consider the double pole of the ten-point function shown in Fig. 6. Since the crossing properties of the two five-point functions have been established, those of the four-point function follow immediately. If one considers, for example, $\pi-\pi$ elastic scattering, then in the operation of crossing one pion forwards and another backwards the crossing-factor $\lambda_{*}$ of Eq. (3.5) cancels itself out and one finds that

$$
\begin{align*}
& \left\langle p_{2}, \pi_{\beta} ; p_{3}, \pi_{\gamma}\right| M\left|p_{1}, \pi_{\alpha} ; p_{4}, \pi_{8}\right\rangle \\
& =(-1)^{\alpha-\gamma}\left\langle p_{2}, \pi_{\beta} ;-p_{1}, \pi_{-\alpha}\right| M\left|-p_{3}, \pi_{-\gamma} ; p_{4}, \pi_{8}\right\rangle \tag{3.7}
\end{align*}
$$

(recall that the indices $\alpha \cdots \delta$ take the values $+1,0$, -1 according as the pion is $\left.\pi^{+}, \pi^{0}, \pi^{-}\right)$. Using Clebsch-Gordan coefficients, the two sides of this equation can be expanded in terms of amplitudes for definite total isospin-on the left-hand side

$$
\left\langle p_{2}, p_{3}\right| M^{T}\left|p_{1}, p_{4}\right\rangle=A^{T}, \text { say, }
$$

and on the right

$$
\left\langle p_{2},-p_{1}\right| M^{T}\left|-p_{3}, p_{4}\right\rangle=\tilde{A}^{r}, \text { say }
$$

with $T=0,1$ or 2 . Eq. (3.7) then yields nineteen equations for the three functions $A^{T}$ in terms of the $\tilde{A}^{T}$. The isospin transformation properties (3.1) ensure, of course, that only three of these nineteen equations are independent. Picking out any three
independent equations one can easily solve to give

$$
A^{T}=\sum_{T^{\prime}=0}^{2} \beta_{T^{\prime}} \tilde{A}^{T^{\prime}} \quad(T=0,1,2)
$$

where $\beta$ is the usual $\pi-\pi$ crossing matrix. ${ }^{24}$
This demonstration that the isospin crossing matrices can be calculated without reference either to some postulated form of crossing symmetry or to a hypothetical isoscalar Lagrangian is, from a practical standpoint, perhaps the most important conclusion of this section.

## IV. PARTICLES WITH SPIN; SPINOR BASIS VECTORS

In this and the next section I shall discuss particles with spin and use the techniques of exploiting physical region poles to prove crossing symmetry and related analytic properties. The introduction of spin presents two basic problems. The first of these arises in the following way. Corresponding to any particle, there is a pole in all appropriate connected parts. If the particle is spinless, this pole has the simple form of the product of two lower amplitudes with a pole denominator; however, if the particle has spin, then the simple product is replaced by asum of products, one term for each spin state. This obviously makes for some difficulty in disentangling the crossing equation.

The second problem arises from the complicated transformation properties of spin states under the Lorentz group. As discussed in the previous section on isospin, the crossing phase factors (or, in the case of spin, crossing matrices) are determined by the requirement that both sides of the crossing equation transform in the same way under the appropriate group (isospin group in the last section, Lorentz group in this). Given any set of basic states, with known transformation properties, one could derive the appropriate form of crossing symmetry for the corresponding matrix elements. The procedure used here is to choose basic "spinor" states with particularly simple transformation properties such that the matrix elements on either side of the crossing equation automatically transform in the same way. (Such matrix elements are usually called $M$ functions.) Using these matrix elements it will be a relatively simple matter to deduce crossing symmetry.

In this section I shall deal with this latter problem-the construction of basis states with appropriate transformation properties. I shall first

[^169]introduce the familiar and physically useful helicity states ${ }^{25}$ and from these construct the required spinor states. In the next section, using the corresponding spinor matrix elements, I shall deduce crossing symmetry and some related analytic properties.
The helicity state $k=(p, \alpha, t)$ of a single particle is identified by three variables, $p$ the four-momentum, $\alpha$ the helicity, which has $(2 s+1)$ distinct values, and $t$ the particle type. Although the state ( $p, \alpha, t$ ) is uniquely determined, it is still necessary to specify the phase of the corresponding state vector $|k\rangle=|p, \alpha, t\rangle$. This is usually done by relating the general state-vector $|p, \alpha, t\rangle$ to a standard rest-state vector $\left|p_{0}, \alpha, t\right\rangle$ by a Lorentz transformation, chosen to map $p_{0}$ onto $p$ while leaving the helicity unaltered. The $(2 s+1)$ rest states $\left|p_{0}, \alpha, t\right\rangle$ are chosen with spin quantised along the $z$ axis and with the usual phase relationships (i.e., such that rotations are represented by the usual matrices $D^{s}$ ). The moving states ( $p, \alpha, t$ ) are now generated from ( $p_{0}, \alpha, t$ ) by an acceleration along the $z$ axis followed by a prescribed rotation.

To create a satisfactory notation it is necessary to recall that the representations of the Lorentz group corresponding to half-integral spin are two-valued. To avoid ambiguity it is therefore necessary to label Lorentz transformations not by elements of the Lorentz group but by elements of its universal covering group $S L(2, C)$-the group of complex, unimodular $2 \times 2$ matrices. Accordingly a rotation through Euler angles $(\varphi, \theta, \psi)$ is labeled by $2 \times 2$ unitary matrix

$$
\begin{aligned}
& u(\varphi, \theta, \psi) \\
& \quad=\exp \left(-\frac{1}{2} i \varphi \sigma_{3}\right) \exp \left(-\frac{1}{2} i \theta \sigma_{2}\right) \exp \left(-\frac{1}{2} i \psi \sigma_{3}\right)
\end{aligned}
$$

while a velocity transformation of magnitude and direction $\mathbf{v}$ is identified by the Hermitian matrix

$$
h(\mathbf{v})=\exp \left(\frac{1}{2} \lambda \hat{\mathbf{v}} \cdot \mathbf{\top}\right),
$$

where $\tanh \lambda=|\mathbf{v}|$, $\hat{v}$ is the unit vector in the direction of $\mathbf{v}$ and the matrices $\boldsymbol{\sigma}$ are the usual Pauli matrices. [It is convenient--though of no physical significance-that $h(v)$ can be written

$$
h(\mathbf{v})=(p \cdot \sigma / m)^{\frac{1}{2}} \equiv\left[\left(p^{0}+\mathbf{p} \cdot \boldsymbol{\sigma}\right) / m\right]^{\frac{1}{2}},
$$

where $p$ is any four-momentum corresponding to the velocity $\mathbf{v}$ and to mass $m$.]

Every Lorentz transformation [or rather every matrix $g$ in $S L(2, C)$ ] can be expressed uniquely as the product of a velocity transformation and a rotation, $g=h u$, where $h=+\left(g g^{\dagger}\right)^{\frac{1}{2}}$ and $u=h^{-1} g$.

[^170]The actual Lorentz transformation (i.e., the $4 \times 4$ real matrix) corresponding to an element $g$ in $S L(2, C)$ can be written $L(g)$. Similarly the corresponding unitary transformation in the Hilbert space of state vectors can be written $U(g)$.

The particular transformation used to generate the basis vector $|p, \alpha, t\rangle$ from the rest-state vector $\left|p_{0}, \alpha, t\right\rangle$ is chosen as follows. The rest-state is first accelerated to the required speed by the element $h(v \hat{\mathbf{z}})$, where $v=|\mathbf{p}| / p^{0}$; it is then rotated to the required direction by $u(\varphi, \theta,-\varphi), \varphi$ and $\theta$ being the aximuthal and polar angles of $p$. The complete transformation is denoted

$$
\begin{equation*}
\nu(p)=u(\varphi, \theta,-\varphi) h(v \hat{\mathbf{z}})=h(\mathbf{v}) u(\varphi, \theta,-\varphi), \tag{4.1}
\end{equation*}
$$

and the state-vector $|p, \alpha, t\rangle$ is defined as

$$
|p, \alpha, t\rangle=U(\nu(p))\left|p_{0}, \alpha, t\right\rangle
$$

Having defined a set of basis vectors one must determine its transformation properties under the Lorentz group. Obviously the particle type $t$ is invariant and, under a transformation $g$, the fourmomentum $p$ maps onto $L(g) p$;

$$
\begin{equation*}
p \xrightarrow{\bullet} L(g) p=p_{v}, \quad \text { say } . \tag{4.2}
\end{equation*}
$$

To determine how the helicity changes it is only necessary to note that any $g$ in $S L(2, C)$ can be expressed as the product of three transformations: first $\nu^{-1}(p)$ which reduces $p$ to rest, then a rotation, $u(g, p)$, and finally $\nu\left(p_{a}\right)$ which produces the required final momentum $p_{0}$. Thus

$$
\begin{equation*}
g=\nu\left(p_{\imath}\right) u(g, p) \nu^{-1}(p) \tag{4.3}
\end{equation*}
$$

This equation actually defines $u(g, p)$, which, since it leaves the rest-momentum unaltered, is clearly a rotation. The outside two factors in this expansion of $g$ leave the helicity unaltered while the rotation $u(g, p)$ acts on the rest state $\left|p_{0}, \alpha, t\right\rangle$ and is therefore represented by the usual matrices $D^{3}$. Thus under $g$, $|p, \alpha, t\rangle \xrightarrow{g} U(g)|p, \alpha, t\rangle=\sum_{\beta}\left|p_{s}, \beta, t\right\rangle D_{\beta \alpha}^{s}[u(g, p)]$,
where $p_{\sigma}$ and $u(g, p)$ are defined by Eqs. (4.2) and (4.3).

Since the multiparticle state-vectors are constructed as products of the one-particle vectors $|p, \alpha, t\rangle$, it follows that they transform under a tensor product of the matrices in Eq. (4.4). However, since each matrix $D^{s}$ depends not only on $g$ but also on the momentum $p$ of the corresponding particle, this transformation law is rather inconvenient. The primary motivation in constructing the so-called spinor states is to avoid the momentum dependence of the
transformations of helicity states. To do this one must obviously factor out of the matrix $D^{s}[u(g, p)]$ in Eq. (4.4) its separate dependence on the momenta $p$ and $p_{q}$. Now according to the definition (4.3) of $u(g, p)$

$$
\begin{equation*}
D^{s}[u(g, p)]=D^{s}\left[\nu^{-1}\left(p_{v}\right) g \nu(p)\right] \tag{4.5}
\end{equation*}
$$

but since the matrices $D^{s}$ represent only rotationsi.e., $S U(2, C)$-it is impossible to use this factorisation without first extending the representation $D^{s}$ onto the whole Lorentz group-i.e., $S L(2, C)$. It is therefore necessary to recall briefly some properties of the finite-dimensional representations of the Lorentz group.

I shall adopt as the basic $(2 s+1)$-dimensional representation of $S L(2, C)$ that usually denoted $D^{0,8}$, which is defined as follows: If

$$
g=\exp \left(\frac{1}{2} \mathbf{a} \cdot \boldsymbol{\delta}\right) \exp \left(-\frac{1}{2} \imath \mathrm{~b} \cdot \boldsymbol{\delta}\right) \in S L(2, C)
$$

where $a$ and $b$ are real, then

$$
D^{0, \boldsymbol{s}}(g)=\exp (\mathbf{a} \cdot \mathbf{J}) \exp (-i \mathbf{b} \cdot \mathbf{J})
$$

where the three matrices J are the usual $(2 s+1)$ dimensional angular momentum matrices, defined with the usual conventions ( $J_{1}$ and $J_{3}$ real, $J_{2}$ pure imaginary). It will be seen that, with this definition, $D^{0, \frac{4}{4}}$ coincides with $S L(2, C)$.

A second representation, usually denoted $D^{0,0}$, is defined as ${ }^{26}$

$$
D^{s, 0}(g)=D^{0, s}\left(g^{\dagger-1}\right)=D^{0, s}(g)^{\dagger-1}
$$

The importance of these two representations is that on the subgroup of rotations both coincide with the original representation $D^{2}$;

$$
D^{s}(u)=D^{0, s}(u)=D^{s, 0}(u), \quad[u \in S U(2, C)]
$$

Thus either can be used as an extension onto $S L(2, C)$ of the representation $D^{s}$ of $S U(2, C)$.
Two further important representations of $S L(2, C)$ -it is easily seen that they are representations-are $D^{0, s}\left(g^{T-1}\right)$ and $D^{s, 0}\left(g^{T-1}\right) \equiv D^{0, s}\left(g^{*}\right)$.

Any set of measurable quantities which transform under $S L(2, C)$ according to one of these four representations is called a spinor. The four different kinds of spinor, whose importance will appear shortly, are distinguished from one another by the writing of their indices. Thus, a spinor which transforms according to $D^{\mathbf{0}, g}(g)$ is written with a raised index,

$$
\begin{equation*}
x^{\alpha} \xrightarrow{g} \sum_{\beta} x^{\beta} D_{\beta \alpha}^{0, s}(g) \tag{4.6}
\end{equation*}
$$

[^171]while one transforming according to $D^{0.8}\left(g^{T-1}\right)$ is written with a lowered index,
\[

$$
\begin{equation*}
y_{\alpha} \xrightarrow{\mathscr{G}} \sum_{\beta} y_{\beta} D_{\beta \alpha}^{0,}{ }_{\alpha}^{( }\left(g^{T-1}\right) . \tag{4.7}
\end{equation*}
$$

\]

The significance of the lower and upper indices is that the contraction of one lower with one upper index is an invariant-as is easily verified using Eqs. (4.6) and (4.7).

It is convenient to have a matrix to raise and lower spinor indices. This is easily constructed, for if

$$
c=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) \in S L(2, C)
$$

then for any $g$ in $S L(2, C)$ it is easily seen that ${ }^{27}$

$$
c^{-1} g c=g^{T^{-1}}
$$

Thus the matrix $D^{0, s}(c)=C$, say, acts as a lowering matrix,

$$
\sum_{\beta} x^{\beta} C_{\beta \alpha}=x_{\alpha}
$$

where if $x^{\beta}$ transforms according to $D^{0,4}(g)$ then $x_{\alpha}$ transforms under $D^{0, s}\left(g^{T-2}\right)$. Similarly $C^{-1}$ acts as a raising matrix;

$$
\sum_{\beta} y_{\beta} C^{\beta a}=y^{\alpha}
$$

where the $C^{\beta \alpha}$ are elements of $C^{-1}=C^{T}=(-1)^{2 s} C$.
If one constructs (as we shall) a ket vector which transforms according to $D^{0, \varepsilon}(g)$ then the corresponding bra will transform according to $D^{0,{ }^{*}}\left(g^{*}\right)$. Spinors which transform under this complex conjugate representation are identified traditionally by upper dotted indices;

$$
z^{\alpha} \xrightarrow{a} \sum_{\beta} z^{\beta} D_{\beta \alpha}^{0, \dot{s}}\left(g^{*}\right)
$$

For exactly the same reasons as in the case of undotted indices, one needs to consider lower dotted indices, transforming according to $D^{0,8}\left(g^{\dagger-1}\right)$. The same matrix $C$ can be used to raise and lower dotted indices.

We are now in a position to construct the required spinor basis vectors. Returning to the transformation law (4.4) for helicity basis vectors, we can now use the identity $D^{\prime}(u)=D^{0, s}(u)$ to factor the matrix $D^{*}[u(g, p)]$ as discussed above Eq. (4.5). Having written $D^{\prime}[u(g, p)]$ as the product of three matrices $D^{0,5}$, we can take the last of these across to the lefthand side and find that the new basis vector

$$
\begin{equation*}
\left.\mid p,^{\alpha}, t\right)=\sum_{\beta}|p, \beta, t\rangle D_{\beta a}^{0, \dot{\alpha}\left[\nu^{-1}(p)\right]} \tag{4.8}
\end{equation*}
$$

[^172]transforms under Lorentz transformations like a spinor;
$$
\left.\left.\left.\mid p,^{\alpha}, t\right) \xrightarrow{g} U(g) \mid p,^{\alpha}, t\right)=\sum_{\beta} \mid p_{v},^{\beta}, t\right) D_{\beta \alpha}^{0, \dot{\alpha}}(g) .
$$

It should be noted that since the matrices $D^{0.4}$ are not in general unitary the spinor basis vectors defined by Eq. (4.8) are not orthonormal. (They are of course complete since the $D^{0,0}$ are nonsingular.)

We have now achieved our first object, namely the construction of basis vectors with simple (momentum independent) transformation properties. However our principal goal is to find basis vectors such that the two sides of the crossing equation transform in the same way. Now, crossing symmetry relates a connected part of the form $\left\langle K_{2}\right| M\left|K_{1} ; p, \alpha, t\right\rangle$ to another of the form $\left\langle K_{2} ;-p, \alpha, t\right| M\left|K_{1}\right\rangle$; thus the basis vectors must be such that the ket labeled ( $p, \alpha, t$ ) transforms in the same way as the bra labeled ( $-p, \alpha, l$ ). This situation is impossible with only one type of basis vector, because corresponding bra and ket always transform oppositely-one according to $D$, the other to $D^{*}$. Thus one is forced to introduce two types of basis vector. This can be done in two ways. The conventional method has been to use different basic kets for particle and antiparticle; the ket $|t\rangle$ is chosen (as above) to transform under $D^{0,8}$, while $|l\rangle$ is made to transform under $D^{0, s^{*}}$. This procedure ensures that $|t\rangle$ and $\langle t|$ transform in the same way. But it is open to two objections: if the particle under consideration is its own antiparticle (and has spin greater than zero)-e.g., $\rho$-meson-the procedure is impossible; secondly, since neither basis is orthonormal, it introduces some irrelevant "phasespace factors" into the unitarity equation.
The alternative procedure, which I shall use, is to introduce two sorts of basis vector-denoted $\mid k)$ and $\mid k]$-for all particles. The first of these was defined in Eq. (4.8) so that the ket $\mid$, $\left.^{\alpha}, t\right)$ transforms according to $D^{0,}$. The second will now be defined so that the bra $\left[p,{ }^{\alpha}, t \mid\right.$ transforms in the same way. The defining equation, analogous to Eq. (4.8) is

$$
\begin{equation*}
\left.\mid p,_{\alpha}, t\right]=\sum_{\beta}|p, \beta, t\rangle D_{\beta_{\alpha}}^{0, \alpha_{\alpha}}\left[\nu^{\dagger}(p)\right] . \tag{4.9}
\end{equation*}
$$

[This is arrived at in the same way as Eq. (4.8) but using the identity $D^{s}(u)=D^{0,0}(u)$ to factor the helicity transformation matrix.] This ket transforms according to $D^{0, s}\left(g^{\dagger-1}\right)$ and thus the corresponding bra $\left[p, \alpha, t \mid\right.$ transforms according to $D^{0, \cdot}\left(g^{T-1}\right)$. By raising its index one obtains a bra

$$
\left[p,^{\alpha}, t \mid=\sum_{\beta}\left[p,_{\beta}, t \mid C^{\beta \alpha}\right.\right.
$$

which transforms under $D^{0,3}(g)$, as required.

It can easily be shown, using the definitions (4.8) and (4.9) of $\mid k$ ) and $\mid k]$ and definition (4.1) of $\nu(p)$, that the relationship between the two types of basis vector is

$$
\mid p, \dot{\alpha}, t]=\sum_{\beta}\left[p,^{\beta}, t\right) D_{\beta \alpha}^{0,{ }_{\alpha}^{\alpha}}(p \cdot \sigma / m)
$$

It can likewise be shown that the bases are reciprocal; that is, their scalar product is

$$
\left[p^{\prime}, \alpha^{\prime}, t^{\prime} \mid p,^{\alpha}, t\right)=p^{0} \delta_{3}\left(\mathbf{p}^{\prime}-\mathrm{p}\right) \delta_{\alpha^{\prime} \alpha} \delta_{\prime^{\prime} t},
$$

and the completeness sum takes the usual form; i.e.,

$$
\left.\sum_{\alpha}|p, \alpha, t\rangle\langle p, \alpha, t|=\sum_{\alpha} \mid p,^{\alpha}, t\right)\left[p,{ }_{\alpha}, t \mid .\right.
$$

This means, for example, that the unitarity condition for matrix elements $\left[P^{\prime}, A^{\prime}, T^{\prime}|M| P,{ }^{A}, T\right)$ takes the same simple form as for matrix elements between an ordinary orthonormal set.

The multiparticle basis vectors are formed, as usual, from tensor products of the one-particle vectors; for example,
$|K\rangle=\left|P,{ }^{A}, T\right\rangle=\left|p_{1},{ }^{\alpha_{1}}, t_{1}\right\rangle \otimes \cdots \otimes\left[p_{n},{ }^{\alpha_{n}}, t_{n}\right\rangle$.
They therefore transform under the product $\otimes D^{0, \&}=$ $D$ say, with one factor for each particle; that is
$\left.\left.\mid P,{ }^{A}, T\right) \xrightarrow{g} U(g) \mid P,{ }^{A}, T\right)=\sum_{B}\left(P_{a},{ }^{B}, T\right) D_{B A}(g)$,
where

$$
P_{v}=L(g) P=\left[L(g) p_{1}, \cdots, L(g) p_{n}\right],
$$

and

$$
\mathscr{D}_{B A}(g)=D_{\beta_{1} \alpha_{1}}^{0, \theta_{1}}(g) \cdots D_{\beta_{n} \alpha_{n}}^{0, \varepsilon_{n}}(g) .
$$

The whole object of studying the transformation properties of the basis vectors is to be able to use the physical condition of Lorentz invariance. This condition implies that,

$$
\langle\varphi| S|\psi\rangle=\langle\varphi| U^{\dagger}(g) S U(g)|\psi\rangle
$$

for any physically realizable states $\varphi$ and $\psi$ and for any Lorentz transformation $g$. If one considers matrix elements $\left[K^{\prime}|S| K\right)$ between the spinor basis vectors and substitutes the transformation law (4.10), the condition of Lorentz invariance becomes the identity ${ }^{28}$

$$
\begin{align*}
& {\left[P^{\prime}, A^{\prime}, T^{\prime}|M| P,{ }^{A}, T\right)} \\
& =\sum_{B^{\prime}, B}\left[P_{g}^{\prime}, B^{\prime}, T^{\prime}|M| P_{\sigma},{ }^{B}, T\right) D_{B^{\prime} A^{\prime}}(g) D_{B A}(g) \tag{4.11}
\end{align*}
$$

for all $g$ in $S L(2, C)$.
${ }^{28}$ The identity is obviously true both for $S$-matrix elements [ $K^{\prime}|S| K$ ) and for their connected parts [ $K^{\prime}|M| K$ ).

## V. PARTICLES WITH SPIN ; CROSSING SYMMETRY

It is the spinor matrix elements $\left[K_{2}|M| K_{1}\right.$ ) whose analytic properties are regarded as fundamantal in $S$-matrix theory. Just as with spinless particles, a number of their properties can be deduced from the physical unitarity condition. As already mentioned, this condition takes a particularly simple form in terms of the basis vectors $\left.\mid P,{ }^{A}, T\right)$ and $[P, A, T \mid$. In fact, apart from their being summed over intermediate spin states, the unitarity equations have exactly the same form as for spinless particles, and one can use exactly the same diagrammatic representation. Thus, for example, Fig. 2 can still be used to represent unitarity for the four-point function, with the understanding that the phase-space integral on the right is of the sum

$$
\sum_{\alpha, \beta}\left[K_{2}|M| p,^{\alpha}, t ; q,^{\beta}, t\right)\left[p,{ }_{\alpha}, t ; q,_{\beta}, t\left|M^{\dagger}\right| K_{1}\right) .
$$

Just as before, unitarity for the six-point function, as shown in Fig. 3a, implies the presence of a singularity. If, without loss of generality, this singularity is written as

$$
\left\{\sum_{\alpha}\left[k_{1}^{\prime} ; k_{2}^{\prime}|M| k_{1} ; p,^{\alpha}, t\right)\left[p, \alpha, t ; k_{3}^{\prime}|M| k_{2} ; k_{3}\right)\right\} D
$$

[c.f. Eq. (2.6) and Fig. 3b], then just as before one can show that $D$ must be a simple pole, $D=$ $1 / \pi\left(p^{2}-m^{2}\right)$. Thus single particle poles can be represented in the same way as for spinless particles, with, once again, the understanding that the particle's spin states are summed.

With the proof of Hermitian analyticity, one encounters the first difficulty. Starting from the double pole of Fig. 4a one can easily derive the equation shown in Fig. 4d. However, this equation now contains two sums over spin states; written schematically it is

$$
\sum_{\alpha, \beta} M_{\alpha}(1)\left\{M_{\alpha \beta}\left(2_{+}\right)-M_{\alpha \beta}^{\dagger}\left(2_{-}\right)\right\} M_{\beta}^{\dagger}(3)=0
$$

(Only the summed indices are shown explicitly.) To be able to factor off the outside two amplitudes one must know that the $(2 s+1)$ functions $M_{\alpha}(1)$ are actually independent, and likewise, the functions $M_{\theta}^{\dagger}(3)$. We are thus forced to make the additional (very plausible) assumption that for every particle $t$ of spin $s$ (and mass greater than zero) there is at least one process with $t$ in the initial state, and another with $t$ in the final state, for which the corresponding $(2 s+1)$ ampititudes are independent. If we use these amplitudes for $M(1)$ and $M(3)$, these can be cancelled off to give Hermitian-analyticity in a
form analogous to Eq. (2.8). (Just as before, care is needed to follow the path connecting the points $2_{+}$ and 2_ in the space of four-momenta; but I shall not examine these details here.) As before, substitution of Hermitian-analyticity into the unitarity equations gives discontinuity equations which relate the values of the function $\left[K_{2}|M| K_{1}\right.$ ) on two different sheets.

The main purpose of this section is to prove crossing symmetry for particles with spin. To do this one considers, as before, the single particle poles of the eight-point function (or higher) shown in Fig. 5b. Both poles are now sums over intermediate spin states and the conclusion to be drawn from their equality is [c.f. Eq. (2.9)]

$$
\begin{align*}
& \sum_{\alpha}\left[K_{2}|M| K_{1} ; p,^{\alpha}, t\right)\left[p,_{\alpha}, t ; K_{2}^{\prime}|M| K_{1}^{\prime}\right) \\
& =\sum_{\alpha}\left[K_{2} ;-p,_{\alpha}, \tilde{t}|M| K_{1}\right]\left[K_{2}^{\prime}|M|-p,^{\alpha}, \tilde{t} ; K_{1}^{\prime}\right) \tag{5.1}
\end{align*}
$$

To exploit this identity one needs the following theorem (whose proof is quite straightforward and is omitted): If

$$
\sum_{\alpha} A_{\alpha}(z) B_{\alpha}\left(z^{\prime}\right)=\sum_{\alpha} \widetilde{A}_{\alpha}(z) \widetilde{B}_{\alpha}\left(z^{\prime}\right)
$$

where $z$ and $z^{\prime}$ are independent variables and both of the sets $\left\{A_{\alpha}(z)\right\}$ and $\left\{B_{\alpha}(z)\right\}$ are linearly independent sets of functions; then

$$
\begin{equation*}
A_{\alpha}(z)=\sum_{\beta} \widetilde{A}_{\beta}(z) \Lambda_{\beta \alpha}, \tag{5.2}
\end{equation*}
$$

and

$$
\widetilde{B}_{\alpha}\left(z^{\prime}\right)=\sum_{\beta} \Lambda_{\alpha \beta} B_{\beta}\left(z^{\prime}\right),
$$

where the square matrix $\Lambda$ is nonsingular and independent of $z$ and $z^{\prime}$.

This theorem can obviously be used to separate the identity (5.1). To do so one must first apply it to the case where both sets of $(2 s+1)$ amplitudes on the left-hand side of the identity are independent. Having established the result for these, one can obtain the same result for any amplitude by coupling it to one of the original two. The result, which follows directly from Eqs. (5.1) and (5.2) is [c.f. Eqs. (2.10) and (2.11)]

$$
\begin{align*}
& {\left[K_{2}|M| K_{1} ; p^{\alpha}, t\right)} \\
& \quad=\sum_{\beta}\left[K_{2} ;-p,^{\beta}, \hat{t}|M| K_{1}\right) \Lambda_{\beta \alpha}^{t}(p), \tag{5.3}
\end{align*}
$$

and
$\left[K_{2}^{\prime}|M|-p,{ }_{\alpha}, \bar{z} ; K_{1}^{\prime}\right)$

$$
\begin{equation*}
=(-1)^{2 \varepsilon t} \sum_{\beta} \Lambda_{\alpha \beta}^{t}(p)\left[p, \beta, t ; K_{2}^{\prime}|M| K_{1}^{\prime}\right), \tag{5.4}
\end{equation*}
$$

where the matrix $\Lambda^{t}(p)$ depends only on the momentum $p$ and the particle type $t$. In the second of these equations the factor $(-1)^{29}$ arises because it is clearly desirable in both equations to have all indices of the same type [upper in (5.3) and lower in (5.4)]; to achieve this it was necessary to switch indices on the right-hand side of Eq. (5.1) using the identity

$$
\sum_{\alpha} x_{\alpha} y^{\alpha}=(-1)^{2 s} \sum_{\alpha} x^{\alpha} y_{\alpha}
$$

To bring the crossing Eqs. (5.3) and (5.4) into the same simple form as those for spinless particles [Eqs. (2.10) and (2.11)], two tasks remain to be done. Firstly, one must show that the spurious factor $(-1)^{28}$ in Eq. (5.4) indeed is spurious, and secondly, the matrix $\Lambda^{t}(p)$ must be shown to be just a constant phase factor times the unit matrix.

The factor $(-1)^{28 t}$ contributes an extra minus sign to Eqs. (5.4) if the crossed particle $t$ is a Fermion, but has no effect if $t$ is a Boson. This observation serves to remind one that up to this point the question of the order of variables has been ignored and that, in the case of Fermions, this order is significant. ${ }^{29}$ To see that the variables in Eqs. (5.1)-(5.4) have been written in the correct order it is necessary to review the derivation of the poles which give Eq. (5.1). These poles were shown in Fig. 5b) and arise from terms in the unitarity equation for the function [ $K_{2}, K_{2}^{\prime}|M| K_{1}, K_{1}^{\prime}$ ). Thus the $t$-particle pole, corresponding to the left-hand side of Eq. (5.1), is contributed by the intermediate state ( $K_{1} ; p, \alpha$, $t ; K_{2}^{\prime}$ ) in the unitarity equation. The relevant term in the completeness sum is

$$
\left.\sum_{\alpha} \mid K_{1} ; p,^{\alpha}, t ; K_{2}^{\prime}\right)\left[K_{1} ; p,{ }_{\alpha}, t ; K_{2}^{\prime} \mid\right.
$$

(The variables here can obviously be written in any order so long as they are in the same order in both bra and ket.) and, with the intermediate state written in this way, it is easy to see that the $t$-particle pole has the form shown on the left-hand side of Eq. (5.1). Similarly the $l$-antiparticle pole is easily seen to take the form shown on the right-hand side. Once given Eq. (5.1) in the form shown, it is clear that the crossing equations come out with the variables ordered as in Eqs. (5.3) and (5.4)-namely with the ( $p, \alpha, t$ ) variables to the right of $K_{2}$ and $K_{1}$ in Eq. (5.3) but to the left of $K_{2}^{\prime}$ and $K_{1}^{\prime}$ in Eq. (5.4). Now if $t$ is a Boson then the ( $p, \alpha, t$ ) variable can be moved to the right in Eq. (5.4) without changing anything and, of course, $(-1)^{2_{s}}=+1$. On the other

[^173]hand, if $t$ is a Fermion there is a change of sign for each interchange with any other Fermion variable. Now, in any process, the number of Fermions modulo two is conserved and so the states $K_{2}^{\prime}$ and $K_{1}^{\prime}$ must differ by an odd number of Fermions. Thus, if one moves the ( $p, \alpha, t$ ) variable to the right on both sides of Eq. (5.4), one introduces an extra minus sign and cancels the unwanted $(-1)^{2 s}$.

Thus by always writing the crossing equations in a standard form with the crossed variable on the right of the state in which it occurs one can dispose of the spurious factor $(-1)^{28 t}$ which occurs in Eq. (5.4).

To prove that $\Lambda^{t}(p)$ is a multiple of the unit matrix one performs the following operations, ${ }^{30}$ choosing a process for which the $(2 s+1)$ amplitudes are independent. Starting with the crossing Eq. (5.3) one applies to its right-hand side firstly invariance under the Lorentz transformation $g$ [Eq. (4.11)], then crossing back again, and finally invariance under $g^{-1}$. The result is

$$
\begin{equation*}
\Lambda^{t}\left(p_{g}\right)=D^{0, s}(g) \Lambda^{t}(p) D^{0, \stackrel{s}{2}}\left(g^{-1}\right) \tag{5.5}
\end{equation*}
$$

for any $g$ and $p$, where as usual $p_{v}$ is defined as

$$
p_{\imath}=L(g) p
$$

Now if $p$ is chosen to be the rest momentum $p_{0}=$ ( $m, 0$ ) and $g=u$ to be any rotation, then, since $p_{0}$ is unchanged by rotations, Eq. (5.5) becomes

$$
\Lambda^{t}\left(p_{0}\right)=D^{s}(u) \Lambda^{t}\left(p_{0}\right) D^{s}\left(u^{-1}\right)
$$

The only matrices which commute with all rotation matrices are multiples of the unit matrix and so $\Lambda^{t}\left(p_{0}\right)=\lambda_{t} I$. Next, still putting $p=p_{0}$ but allowing $g$ in Eq. (5.5) to range over all possible Lorentz transformations, one finds that

$$
\Lambda^{t}(p)=\lambda_{t} I, \quad(\text { for all } p)
$$

Finally, just as with spinless particles, Hermitian analyticity ensures that $\left|\lambda_{t}\right|=1$.

The crossing Eqs. (5.3) and (5.4) can now be rewritten in the simple form:

$$
\begin{equation*}
\left[K_{2}|M| K_{1} ; p,^{\alpha}, t\right)=\lambda_{t}\left[K_{2} ;-p,^{\alpha}, \bar{t}|M| K_{1}\right), \tag{5.6}
\end{equation*}
$$

and
$\left[K_{2}|M| K_{1} ; p,{ }^{\alpha}, t\right)=\lambda_{t}\left[K_{2} ;-p,{ }^{\alpha}, t|M| K_{1}\right)$,
where $\lambda_{1}$ depends only on the particle type $t$ and $\left|\lambda_{t}\right|=1$. Just as in the case of spinless particles, the phase factor $\lambda_{t}$ can, in the absence of any conven-

[^174]tional phase requirements, be eliminated by readjusting the one particle phase.

The crossing equations (5.6) establish, for the case of particles with spin, that all processes related by crossing are described by a single analytic function. A notation for this single function can be set up exactly as in Eq. (2.13). With all crossing factors $\lambda_{t}$ adjusted to unity, the $M$-function is defined by the equation

$$
\begin{equation*}
\left[K^{\prime}|M| K\right)=M\left(K^{\prime}, \tilde{K}\right), \tag{5.7}
\end{equation*}
$$

where if $K=\left(P,{ }^{4}, T\right)$, then
$\widetilde{K}=\left(-P,{ }^{\wedge}, \bar{T}\right)$ with the variables written in the opposite order. The reversal of the order of variables in $K$ is necessary to conform with the requirement. that variables be crossed from and to the right-hand position. Once defined by Eq. (5.7), the $M$-function can, however, be written with the variables in any order by the usual rules for the interchange of variables.

The definition of the " $M$-function" for particles with spin completes this discussion of the basic properties of the $S$-matrix theory of particles with spin. Before concluding, however, it is perhaps worth adding a brief remark about crossing for the fourpoint function. This can be easily treated as before using the double pole of Fig. 6, although care is now needed with the order of variables. The result is (omitting all but particle-type variables):

$$
[b c|M| d a)=\epsilon_{a c}\left(\lambda_{a} / \lambda_{c}\right)[b \bar{a}|M| d \bar{c}),
$$

where $\epsilon_{a c}$ is the sign change resulting from interchanging the particles $a$ and $c$; that is, $\epsilon_{a c}=-1$ if both $a$ and $c$ are Fermions, +1 otherwise. This result is easily understood heuristically as follows. The crossing Eqs. (5.6) hold subject to the convention that the crossed variable is moved out of and into the right-hand position. Now crossing of the four-point function can be thought of as made up of two successive crossings, the first taking one to a hypothetical (3-particle $\leftarrow 1$-particle) process. However, having made this first crossing both the particles c and $\bar{a}$ are in the final state with $\bar{a}$ on the right. Before the $c$-particle can be crossed into the initial state it must be moved to the right of the $\bar{\alpha}$-particle. This interchange introduces the factor $\epsilon_{a c}$.

## VI. CONCLUSION

In this paper I have described how the GunsonOlive technique of exploiting physical region poles can be used to establish some fundamental properties in the $S$-matrix theory of particles with spin or iso-
spin. In these cases this technique can contribute an understanding to the following:
(1) The constraints imposed by crossing symmetry on the assignment of symmetry groups to particles and their antiparticles;
(2) The physical origin of the isospin crossing matrices and their calculation in practice;
(3) The correct generalization to include spin of such properties as single-particle poles, Hermitian-analyticity, and discontinuity relations;
(4) The reasons for constructing the spinor basis vectors and the form of crossing symmetry for the corresponding spinor matrix elements ( $M$ functions).

I have tried to describe the subject as concisely as possible while at the same time making clear those points where the theory is still inadequate. It is clear that the most important obstacle at present is the inadequate understanding of the analyticity postulate. As discussed in the introduction and Sec. II, not only is the physical origin of this postulate
obscure, but its precise formulation is also unknown. The hope is that a formulation can be found such that, from the five basic postulates, one can deduce: (i) the complete singularity structure of the $S$ matrix (at least in principle) and (ii) such fundamental properties as crossing symmetry, Hermitian analyticity, etc. At present (i) cannot be conclusively established without prior knowledge of (ii), nor can (ii) without prior knowledge of (i). The nature of this impasse would suggest that its solution may lie in a self-consistency argument whereby (i) and (ii) are simultaneously built up step by step. ${ }^{31}$ It remains to be seen whether this can be done.
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